Abstract

In this paper we address two problems related to idempotent anti-unification. First, we show that there exists an anti-unification problem with a single idempotent symbol which has an infinite minimal complete set of generalizations. It means that anti-unification with a single idempotent symbol has infinitary or nullary generalization type, similar to anti-unification with two idempotent symbols, shown earlier by Loïc Pottier. Next, we develop an algorithm, which takes an arbitrary idempotent anti-unification problem and computes a representation of its solution set in the form of a regular tree grammar. The algorithm does not depend on the number of idempotent function symbols in the input terms. The language generated by the grammar is the minimal complete set of generalizations of the given anti-unification problem, which implies that idempotent anti-unification is infinitary.

1 Introduction

The equational theory of idempotence is defined by the axiom $f(x, x) \approx x$, stating that the function symbol $f$ is idempotent. Many interesting algebraic structures have this property. It is an example of a regular collapse theory [41], which means that the variable sets of both sides of the defining axiom(s) are the same (the regularity property), and it contains an axiom of the form $t \approx x$, where $t$ is a non-variable term and $x$ is a variable (the collapse property). In fact, it is the simplest such theory. It makes idempotence interesting from the unification theory point of view. There are several works that studied unification modulo idempotence alone [25, 34, 40, 22, 19] or in combination with some other properties, see, e.g., [28, 40, 29, 2, 38, 37, 4]. They show that in the unification hierarchy [40, 6], idempotent unification is finitary (i.e., the minimal complete set of unifiers always exists and is finite). It remains finitary if idempotence is combined with commutativity, but becomes of type zero in combination with associativity. Type zero means that for some unification problems the minimal complete set of unifiers does not exist: minimality conflicts with completeness. However, if we put all three properties together, associativity, commutativity, and idempotence, then it is again finitary.

Anti-unification with idempotent functions has been studied with far less intensity. The work of [33] shows that in a theory with two idempotent symbols, there exists an anti-unification problem with infinitely many incomparable generalizations. Anti-unification in description logic $\mathcal{EL}$ [24] uses a combination of idempotence with associativity and commutativity, plus some other special properties.

In general, unification and anti-unification types do not correlate. For instance, associative unification is infinitary (minimal complete set of unifiers always exists and for some problems it is infinite) [32, 39], but associative anti-unification is finitary [1]. Nominal unification is unitary [42], but nominal anti-unification (with unrestricted number of atoms, as in nominal unification) is of type zero [7, 10]. There are similarities as well: both syntactic unification [36] and anti-unification [31, 35] are unitary. The same is true for higher-order patterns [30, 9, 11]. For theories with commutative symbols, both unification and anti-unification are finitary [1].

In this context, it is interesting to see how idempotent anti-unification behaves. Pottier’s result implies that anti-unification with two idempotent symbols is at least infinitary, i.e., it is either...
infinitary or of type zero. But which one is actually the case? Moreover, what happens if we allow any number of idempotent symbols?

These were the questions that motivated our work, and we showed that, in fact, two idempotent symbols are not necessary to have a problem with infinitely many least general generalizations: one suffices. Moreover, we showed that idempotent anti-unification is infinitary, not of type zero: the minimal complete set of generalizations always exists. This is true no matter how many idempotent symbols exist within the theory. It gives yet another dichotomy between unification and anti-unification: this time, finitary vs infinitary. Moreover, we have constructed an algorithm, which computes a finite representation of such sets in the form of regular tree grammar, for any number of idempotent symbols in the input.

The results of this paper contribute to the understanding of anti-unification for one of the most basic, yet nontrivial equational theories. In general, equational anti-unification problem is studied less intensively than its unification counterpart. We review some of the work related to this subject below in a separate section. Besides the theoretical importance, our results have a practical merit as well. Most importantly, showing that idempotent anti-unification is (at least) infinitary for one idempotent function symbol is encouraging from the perspective of the development of a combination method for anti-unification algorithms (in the style of such results for unification in the union of signature-disjoint theories [5]). If the theory with one idempotent symbol had the finitary generalization type, it would mean that finitary anti-unification algorithms cannot be combined, since from [33] it is known that anti-unification with two idempotent symbols is infinitary or of type zero. Also, the idea of representing generalization sets by regular tree grammars (which resembles to the idea of E-generalizations using grammars from [14]), on which we elaborate in this paper, might be worth to extend to other theories as well, aiming at representing preferably minimal, complete sets of generalizations compactly and developing terminating algorithms to compute them.

From the applicability perspective, idempotent generalization, in a restricted form or in combination with other equational properties, can be potentially useful for proof transformation methods such as schematic cut elimination [27], cut introduction [21, 20] and induction theorem proving based on tree grammar construction and minimization [17].

The paper is organized as follows: In Section 2 we introduce the main notions and establish the terminology. In Section 3, we give an example of an anti-unification problem with one idempotent symbol, which has an infinite complete set of generalizations. We prove that this set is also minimal, which implies that such a theory is either infinitary or of type zero. In Section 4 an algorithm for anti-unification with an arbitrary number of idempotent function symbols is described. The algorithm accepts two terms and computes a regular tree grammar, for which we prove that it generates a complete set of idempotent generalizations of the input terms. In Section 5 we prove that the algorithm is also minimal, i.e., the computed grammar generates a minimal complete set of generalizations, which implies that anti-unification with arbitrary number of idempotent function symbols is infinitary. Section 6 concludes.

1.1 Related Work

As we have already mentioned, equational anti-unification has not been studied as intensively as equational unification. [33] gave not only an example of idempotent anti-unification with an infinite set of solutions, but also an algorithm for anti-unification with one associative-commutative symbol. [3] studied how different instantiation preorders affect E-generalization problems, and addressed generalization in the class, called commutative equational theories. Examples of such theories are commutative monoids, commutative idempotent monoids, and abelian groups. Generalization in commutative theories is unitary.

In [13], the author studied word anti-unification (anti-unification in free monoids) together with its special case, so called $\epsilon$-free generalization, and showed that both are finitary. Generalization for sequences of unranked terms has been investigated in [43] for a restricted case and in [26, 8] for the general first- and second-order cases. Unranked term-graph anti-unification has been studied in [12].
[1] described a modular rule-based anti-unification algorithm for order-sorted theories with associative, commutative, and unit function symbols and for their combinations, and showed that the generalization problem is finitary for any considered axiom combination. Associative, commutative, and associative-commutative anti-unification for higher-order patterns has been discussed and proved finitary in [16].

The problem of generalization for clauses studied in [31] can also be seen as a special equational anti-unification problem. Considering the disjunction as an associative, commutative, idempotent (ACI) symbol, taking the empty clause as the unit element and the subclause relation for comparison, one can say that the anti-unification problem for clauses is an ACIU (ACI with a unit (ACI) symbol, taking the empty clause as the unit element and the subclause relation for comparison, one can say that the anti-unification problem for clauses is an ACIU (ACI with a unit element) anti-unification problem for terms where the ACI symbol appears only in the topmost position.

[14] and [18] (see also [15]) proposed an interesting idea to use regular tree grammars to compute a finite representation of a complete set of generalizations, provided that the equational theory leads to regular congruence classes. They first construct grammars for congruence classes of the input terms, and then compute a grammar representation of the solution set. We could have applied this technique to idempotent anti-unification considered in this paper, but we were interested in obtaining a description of a minimal complete set of generalizations. Computing first a grammar for a complete set of generalizations, and then trying to obtain from there a description of a minimal complete set seems to be a non-trivial task. Therefore, we developed an algorithm that directly computes the desired representation for the idempotent equational theory.

2 Preliminaries

We assume familiarity with the basic notions of unification theory, see, e.g., [6].

We consider a ranked alphabet $\mathcal{A}$, consisting of the set $\mathcal{F}$ of function symbols with fixed arity and the set of variables $\mathcal{V}$. A term $t$ over $\mathcal{A}$ is defined as $t ::= x \mid f(t_1, \ldots, t_n)$, where $x \in \mathcal{V}$ and $f \in \mathcal{F}$ with the arity $n \geq 0$. The set of terms over the alphabet $\mathcal{A}$ is denoted by $\mathcal{T}(\mathcal{A})$. Nullary function symbols are called constants. We denote variables by $x, y, z, u, v$, constants by $a, b, c, d$, function symbols $f, g, h$, and terms by $s, t, r$. We denote the set of variables appearing in a term $t$ by $\text{var}(t)$. The depth of a term $t$ is defined inductively as $\text{dep}(x) = 1$ for variables and $\text{dep}(f(t_1, \ldots, t_n)) = \max\{\text{dep}(t_1), \ldots, \text{dep}(t_1)\}) + 1$ otherwise.

The set of positions of a term $t$, denoted by $\text{pos}(t)$, is the set of strings of positive integers, defined as $\text{pos}(x) = \{\epsilon\}$ and $\text{pos}(f(t_1, \ldots, t_n)) = \{\epsilon\} \cup \bigcup_{i=1}^{n}\{i.p \mid p \in \text{pos}(t_i)\}$, where $\epsilon$ stands for the empty string. If $p$ is a position in a term $s$ and $t$ is a term, then $s[p]$ denotes the subterm of $s$ at position $p$ and $s[t]_p$ denotes the term obtained from $s$ by replacing the subterm $s[p]$ with $t$. The head of a term $t$ is defined as $\text{head}(x) = x$ and $\text{head}(f(t_1, \ldots, t_n)) = f$.

A substitution is a mapping from variables to terms such that all but finitely many variables are mapped to themselves. Lower case Greek letters are used to denote them, except the identity substitution, which is denoted by $\text{Id}$. They are extended to terms in the usual way and we use the postfix notation for that, writing $t \sigma$ for an instance of a term $t$ under a substitution $\sigma$. The composition of substitutions $\sigma$ and $\vartheta$, written as juxtaposition $\sigma \vartheta$, is the substitution defined as $x(\sigma \vartheta) = (x \sigma) \vartheta$ for all variables $x$.

The domain of a substitution $\sigma$ is the set of variables which are not mapped to themselves by $\sigma$: $\text{dom}(\sigma) := \{x \mid x \sigma \neq x\}$. The restriction of $\sigma$ to a set of variables $X$, denoted $\sigma|_X$, is the substitution defined as $x(\sigma|_X) = x \sigma$ if $x \in X$ and $x(\sigma|_X) = x$ otherwise.

A binding is a pair of a variable and a term, written as $x \rightarrow t$. To explicitly write substitutions, we use the standard convention representing a substitution $\sigma$ as a finite set of bindings $\{x \rightarrow x \sigma \mid x \in \text{dom}(\sigma)\}$. Application of $\sigma$ to a set of bindings $B$, written $B \sigma$, is defined as $B \sigma = \{x \rightarrow t \sigma \mid x \rightarrow t \in B\}$.

An idempotent equational theory is generated (in the usual way) from the axiom of idempotence for some function symbol, i.e., from an equality of the form $f(x, x) \approx x$, which states that $f$ is idempotent. We denote this equational theory by $\approx_I$, or by $\approx_{I(f,g,\ldots)}$, if we want to make explicit the idempotent symbols.
In equational (anti-)unification, function symbols that do not occur in the equational axioms of the theory are called free function symbols (with respect to the theory). Since we consider only idempotent theories, in our case every non-idempotent function symbol is free.

We say that a term is in \textit{idempotent normal form (I-normal form)} if it does not contain a subterm of the form \(f(t,t)\) for any idempotent symbol \(f\). To get an I-normal form of a term, all the subterms of the form \(f(t,t)\) are replaced by \(t\) repeatedly as long as possible, for each idempotent symbol \(f\). We write \(nf_f(s)\) for the I-normal form of \(s\), and for a set of terms \(S\), \(nf_f(S)\) denotes the set \(\{nf_f(s) \mid s \in S\}\).

A term \(r\) is more general than \(s\) modulo \(I\) \((r\text{ is an }I\text{-generalization of }s)\) if there exists a substitution \(\sigma\) such that \(r\sigma \approx_I s\). It is written as \(r \leq_I s\). The relation \(\leq_I\) is a quasi-ordering. Its strict part is denoted by \(\prec_I\), and the equivalence relation it induces by \(\approx_I\).

Given two terms \(t\) and \(s\), we say that a term \(r\) is their \textit{least general generalization} modulo idempotence (I-lgg or just lgg in short), if \(r \leq_I s\) and \(r \leq_I s\) hold and for all \(r'\) with the property \(r' \leq_I t\), \(r' \leq_I s\), and \(r \leq_I r'\) we have \(r \approx_I r'\).

A \textit{minimal and complete set of idempotent generalizations} of two terms \(t\) and \(s\) is the set \(G\) with the following three properties:

1. Each element of \(G\) is an \(I\)-generalization of \(t\) and \(s\) (soundness of \(G\)).
2. For each \(I\)-generalization \(r'\) of \(t\) and \(s\), there exists \(r \in G\) such that \(r' \leq_I r\), i.e., \(r\) is less general than \(r'\) modulo \(I\) (completeness of \(G\)).
3. No two distinct elements of \(G\) are \(\leq_I\)-comparable: If \(r_1, r_2 \in G\) such that \(r_1 \leq_I r_2\), then \(r_1 = r_2\) (minimality of \(G\)).

We write \(mcsg_I(t,s)\) for the minimal complete set of \(I\)-generalizations of \(t\) and \(s\). An \textit{anti-unification problem} is a pair of terms for which an \(mcsg\) is to be computed.

Often we just say generalization, lgg, etc. instead of \(I\)-generalization, I-lgg and so on.

\textit{Anti-unification type} of equational theories are defined similarly (but dually) to unification type, based on the existence and cardinality of a minimal complete set of generalizations. We assume here no restriction on the signature, i.e., the problems and generalizations may contain arbitrary function symbols. Then the types are defined as follows:

- \textit{Unary type:} Any anti-unification problem in the theory has a singleton \(mcsg\).
- \textit{Finitary type:} Any anti-unification problem in the theory has an \(mcsg\) of finite cardinality, for at least one problem having it greater than 1.
- \textit{Infinitary type:} For any anti-unification problem in the theory there exists an \(mcsg\), and for at least one problem this set is infinite.
- \textit{Nullary type (or type zero):} There exists an anti-unification problem in the theory which does not have an \(mcsg\), i.e., every complete set of generalizations for this problem contains two distinct elements such that one is more general than the other.

For each of these types, there exists a corresponding instance of an equational theory. The syntactic first-order anti-unification \([31, 35]\) is unitary; commutative anti-unification \([1]\) is finitary; nominal anti-unification with infinitely many atoms is nullary \([7, 10]\). In this paper we illustrate that idempotent anti-unification is infinitary. This holds for an arbitrary number of idempotent function symbols involved in anti-unification problems.

We represent anti-unification problems in the form of \textit{anti-unification triples} (AUTs). An AUT is a triple of a variable and two terms, written as \(x : t \triangleq_I s\). Here \(x\) is a fresh variable which stands for the most general \(I\)-generalization of \(t\) and \(s\). Any \(I\)-generalization \(r\) of \(t\) and \(s\) is then an instance of \(x\), witnessed by a substitution \(\sigma\) such that \(x\sigma \approx_I r\).

Sometimes, when we want to anti-unify \(s\) and \(t\), we simply say that we have an \textit{anti-unification problem} (AUP) \(s \triangleq_I t\).

In all the notations, we omit \(I\) when it is clear from the context.
A regular tree grammar is a tuple $\langle \alpha, N, T, R \rangle$, where the symbol $\alpha$ is called the \textit{axiom}, $N$ is the set of non-terminal symbols with arity 0 such that $\alpha \in N$, $T$ is the set of terminal symbols with $T \cap N = \emptyset$, and $R$ is the set of production rules of the form $\beta \mapsto t$ where $\beta \in N$ and $t \in T(T \cup N)$. Given a regular tree grammar $G = \langle \alpha, N, T, R \rangle$, the derivation relation $\rightarrow_G$ is a relation on pairs of terms of $T(T \cup N)$ such that $s \rightarrow_G t$ if and only if there exists a position $p$ in $s$ and a rule $\nu \rightarrow r \in R$ such that $s|_p = \nu$ and $t = s[r]_p$. The \textit{language generated by $G$} is the set of terms $L(G) := \{ t \mid t \in T(T) \text{ and } \alpha \rightarrow^*_G t \}$, where $\rightarrow^*_G$ is the transitive closure of the relation $\rightarrow_G$. Given a grammar $G$, the set of nonterminals of $G$ that appear in a syntactic object (term, rule, AUT, etc.) $O$ is denoted by $\text{nter}(G, O)$. For a grammar $G$, the set of nonterminals that \textit{can be reached} from a nonterminal $\nu$, denoted by $\text{reach}(G, \nu)$, is defined as $\text{reach}(G, \nu) := \{ \mu \mid \nu \mapsto^*_G \mu \text{ and } \mu \in \text{nter}(G, t) \}$, where $\rightarrow^*_G$ is reflexive and transitive closure of $\rightarrow_G$. When the grammar is clear from the context, we write $\mapsto$ instead of $\rightarrow_G$.

Given a set $U$ and an equivalence relation $\equiv$ on the elements of $U$, we denote an $\equiv$-equivalence class of $u \in U$ by $[u]$. We assume to have a function $\text{rep}_\equiv$ which for each $\equiv$-equivalence class gives its representative. For a set $M \subseteq U$, we denote by $\text{Rep}_\equiv(M)$ the set of representatives of $\equiv$-equivalence classes of elements of $M$: $\text{Rep}_\equiv(M) := \{ \text{rep}_\equiv([m]) \mid m \in M \}$.

We extend the relation $\preceq_I$ and $\equiv_I$ to bindings: $x \mapsto t \preceq_I y \mapsto s$ iff $x = y$ and $t \preceq_I s$. Then we have $x \mapsto t \equiv_I y \mapsto s$ iff $x = y$ and $t \equiv_I s$. Obviously, it is an equivalence relation. The strict relation $\prec_I$ is extended to bindings straightforwardly.

Given a set $M$ of terms (resp. bindings) and the corresponding equivalence relation $\equiv_I$, the function $\text{Minimize}$ keeps only those representatives of $\equiv_I$-equivalence classes of elements of $M$, which are not more general than the other representatives:

\[
\text{Minimize}(M) := \text{Rep}_{\equiv_I}(M) \setminus \{ m \in \text{Rep}_{\equiv_I}(M) \mid \text{there exists } m' \in \text{Rep}_{\equiv_I}(M) \text{ such that } m \prec_I m' \}.
\]

**Example 1** We illustrate how $\text{Minimize}(M)$ works using the following set of terms:

$$M = \{ a, f(a, a), f(b, x), f(f(x, b), y), f(f(a, x), f(x, a)) \}$$

over the equational theory $\equiv_{I(f)}$ where $x, y$ are variables. Let $\text{rep}_{\equiv_{I(f)}}$ select the canonical representative from each $\equiv_I$-equivalence class, i.e., the term in I-normal form. Then $\text{Rep}_{\equiv_I}(M)$ is the following set of terms:

\[
\text{Rep}_{\equiv_I}(M) = \{ \text{rep}_{\equiv_{I(f)}}([a]), \text{rep}_{\equiv_{I(f)}}([f(a, a)]), \text{rep}_{\equiv_{I(f)}}([f(b, x)]), \text{rep}_{\equiv_{I(f)}}([f(f(x, b), y)]), \text{rep}_{\equiv_{I(f)}}([f(f(a, x), f(x, a))]) = \{ a, f(b, x), f(f(x, b), y), f(f(a, x), f(x, a)) \}.
\]

Notice that $f(f(x, b), y) \preceq_{I(f)} f(b, x)$ and $f(f(a, x), f(x, a)) \preceq_{I(f)} a$. Therefore,

$$\text{Minimize}(M) = \text{Rep}_{\equiv_I}(M) \setminus \{ f(f(x, b), y), f(f(a, x), f(x, a)) \} = \{ a, f(b, x) \}.$$

**Example 2** Here we illustrate $\text{Minimize}(M)$ for a set of bindings:

$$M = \{ x \mapsto a, y \mapsto f(a, a), z \mapsto f(b, x), z \mapsto f(f(x, b), y), y \mapsto f(f(a, x), f(x, a)) \},$$

over the equational theory $\equiv_{I(f)}$. Let $\text{rep}_{\equiv_{I(f)}}$ select representatives in I-normal form. Then $\text{Rep}_{\equiv_I}(M)$ is the following set of bindings:

\[
\text{Rep}_{\equiv_I}(M) = \{ x \mapsto a, y \mapsto a, z \mapsto f(b, x), z \mapsto f(f(x, b), y), y \mapsto f(f(a, x), f(x, a)) \}.
\]

Since $x \mapsto f(f(x, b), y) \preceq_{I(f)} f(b, x)$ and $y \mapsto f(f(a, x), f(x, a)) \preceq_{I(f)} y \mapsto a$, we get

$$\text{Minimize}(M) = \text{Rep}_{\equiv_I}(M) \setminus \{ z \mapsto f(f(x, b), y), y \mapsto f(f(a, x), f(x, a)) \} = \{ x \mapsto a, y \mapsto a, z \mapsto f(b, x) \}.$$
Our next step is to connect sets of bindings and regular tree grammars, defining how to construct grammars from binding sets. The reasoning behind such a correspondence is the following: our goal is to represent minimal complete sets of idempotent generalizations by finite means with the help of regular tree grammars. Hence, we want to develop an I-generalization algorithm which gives us such a representation. The mentioned correspondence will make this task easier, because it will allow us to design a simpler algorithm. It will be developed in Section 4. It computes a set of bindings, from which one can directly construct the desired grammar, based on the correspondence we define below in Definition 2.

We assume that each nonempty set of bindings \( B \) contains a designated binding, which we call the root binding. Its left hand side is called the root of \( B \). It is required that the root occurs in the left hand side of the root binding only.

**Definition 1 (Base Regular Tree Grammar Corresponding to a Set of Bindings)** Given (nonempty) set of bindings \( B \), the corresponding base regular tree grammar \( G_b(B) = \langle \alpha, N, T, R_b \rangle \) is defined by the following construction:

- The axiom \( \alpha \) is the root of \( B \).
- \( N = \{ x \mid x \mapsto r \in B \text{ for some } r \} \).
- \( T = F \cup V \), where \( F \) is the set of all function symbols that appear in terms of the right hand sides of \( B \), and \( V = \{ \text{var}(r) \mid x \mapsto r \in B \text{ for some } x \} \setminus N \).
- The base set of rules \( R_b \) is constructed from Minimize\((B)\):
  \[
  R_b := \{ x \mapsto r \mid x \mapsto r \in \text{Minimize}(B) \}.
  \]

In matching needed to decide \( \prec_I \) for minimization, only variables from \( T \) can match. Variables from \( N \) are treated as constants.

Note that the language generated by \( G_b(B) \) is finite.

**Definition 2 (Regular Tree Grammar Corresponding to a Set of Bindings)** Let \( B \) be a (nonempty) set of bindings, and \( G_b(B) = \langle \alpha, N, T, R_b \rangle \) be the corresponding base regular tree grammar. The regular tree grammars corresponding to \( B \) is the grammar \( G_b = \langle \alpha, N, T, R \rangle \), where \( \alpha, N, T \) are as in \( G_b(B) \), and the set of rules \( R \) is defined by adding to \( R_b \) some recursive duplication rules with idempotent symbols:

\[
R = R_b \cup \bigcup_{x, \exists r: x \mapsto r \in R_b} \text{Duplicate}(x, G_b(B)),
\]

where \( \text{Duplicate}(x, G_b(B)) \) is defined as

\[
\text{Duplicate}(x, G_b(B)) := \{ x \mapsto f(x, x) \mid f \text{ is an idempotent symbol and } R_b \text{ contains two different rules } y \mapsto r_1 \text{ and } y \mapsto r_2 \text{ for } y \in \text{reach}(G_b(B), x) \}.
\]

Note that \( \text{Duplicate} \) uses all idempotent function symbols. Usually we assume that they are those that appear in \( B \).

Before illustrating the introduced notion with an example, we briefly explain it. The motivation of this definition, as we have already mentioned, comes from the desire of designing a relatively simple, terminating minimal and complete I-generalization algorithm, which would return a set of bindings instead of directly constructing a regular tree grammar. However, simplicity has its price and, as we will see in Section 4, the algorithm designed there computes a set of bindings \( B \) which is not necessarily minimal. This is why we make sure to minimize the set of rules obtained from such a \( B \). Moreover, \( B \) only represents the syntactically derivable generalizations. As Pottier
pointed out in [33], there are many generalizations that are incomparable to the syntactically derivable ones. These generalizations can only be constructed by computing the transitive closure of the axiom of idempotence within the tree grammar. This is precisely the reason why we add the duplication rules.

**Example 3** Let the set of bindings \( B \), where \( f \) is idempotent, be defined as follows:
\[
B = \{ x_1 \mapsto y_1, \ y_1 \mapsto f(x, y), \ y_1 \mapsto f(f(x, b), f(a, y)), \ y_1 \mapsto f(f(x, a), f(b, y)) \},
\]
where \( x_1 \) is the root. Minimization of \( B \) and the construction of \( R_b \) gives
\[
R_b = \{ x_1 \mapsto y_1, \ y_1 \mapsto f(f(x, b), f(a, y)), \ y_1 \mapsto f(f(x, a), f(b, y)) \}.
\]
The base grammar \( G_b(B) \) has the form
\[
G_b(B) = \langle x_1, \{ x_1, y_1 \}, \{ f, a, b, x, y \}, R_b \rangle.
\]

Duplication gives
\[
\text{Duplicate}(x_1, G_b(B)) \cup \text{Duplicate}(y_1, G_b(B)) = \{ x_1 \mapsto f(x_1, x_1), y_1 \mapsto f(y_1, y_1) \} = \{ x_1 \mapsto f(x_1, x_1), y_1 \mapsto f(y_1, y_1) \}.
\]

Hence, we get
\[
R = \{ x_1 \mapsto y_1, \ x_1 \mapsto f(x_1, x_1), \ y_1 \mapsto f(f(x, b), f(a, y)), \ y_1 \mapsto f(f(x, a), f(b, y)), \ y_1 \mapsto f(y_1, y_1) \}
\]
and the final grammar is
\[
G(B) = \langle x_1, \{ x_1, y_1 \}, \{ f, a, b, x, y \}, R \rangle.
\]

### 3 Infinitely Many Generalizations with One Idempotent Symbol

In this section we give an example that shows that idempotent anti-unification problems might have infinitely many anti-unifiers even if the theory contains only one idempotent symbol. The investigations by [33] provided an example of an idempotent anti-unification problem using two idempotent function symbols which has infinitely many incomparable generalizations.

His example is as follows: consider an alphabet \( \Sigma = \{ f, g, a, b \} \) where both \( f \) and \( g \) are binary idempotent function symbols and \( a \) and \( b \) are constants. Now we consider the following generalization problem \( f(a, b) \cong g(a, b) \). Notice that \( g(f(a, x), f(y, b)) \) and \( f(g(a, x), g(y, b)) \) are lgs of the given problem (we will refer to them as \( G_1 \) and \( G_2 \), respectively):
\[
G_1 \{ x \mapsto b, y \mapsto a \} = g(f(a, x), f(y, b)) \{ x \mapsto b, y \mapsto a \} = g(f(a, b), f(a, b)) \cong_I f(a, b).
\]
\[
G_1 \{ x \mapsto a, y \mapsto b \} = g(f(a, x), f(y, b)) \{ x \mapsto a, y \mapsto b \} = g(f(a, a), f(b, b)) \cong_I g(a, b).
\]
\[
G_2 \{ x \mapsto a, y \mapsto b \} = f(g(a, x), g(y, b)) \{ x \mapsto a, y \mapsto b \} = f(g(a, a), g(b, b)) \cong_I f(a, b).
\]
\[
G_2 \{ x \mapsto b, y \mapsto a \} = f(g(a, x), g(y, b)) \{ x \mapsto b, y \mapsto a \} = f(g(a, b), g(a, b)) \cong_I g(a, b).
\]

Using them we can develop the following recursive construction:
\[
S_0 = G_1,
S_{n+1} = f(G_1, g(S_n, G_2)).
\]
Notice that \( S_{n+1} \) is always incomparable to \( S_n \). However, this is not the minimal complete set, because the construction is limited to repeated use of \( \{ G_1, G_2 \} \). Later in this section we provide
a minimal complete construction, but first we address the issue of infinitely many generalizations with one idempotent symbol by encoding Pottier’s example in a simpler language.

Consider the alphabet $\Sigma = \{h, a, b\}$ where $h$ is an idempotent function symbol and $a$ and $b$ are constants. Note that we can encode Pottier’s example, using this signature, by encoding $f(\cdot, \cdot)$ as $h(a, h(\cdot, \cdot))$ and $g(\cdot, \cdot)$ as $h(b, h(\cdot, \cdot))$. One can think of this as an encoding of two binary functions using a ternary function and two constants, though the precise motivation does not matter for the results which follow. Thus, the generalization problem is now $h(a, h(a, b)) \triangleq h(b, h(a, b))$. Also, like in the previous case, there are at least two solutions to this problem which, as we will see below, are lggs:

\[
G'_1 = h(h(x, h(x, b)), h(a, h(x, b))), \\
G'_2 = h(h(x, h(x, a)), h(h(x, b), h(a, b))).
\]

The fact that $G'_1$ and $G'_2$ are solutions of $h(a, h(a, b)) \triangleq h(b, h(a, b))$ can be illustrated by the following instantiations:

\[
\begin{align*}
G'_1 \{ x \mapsto a \} &= h(h(a, h(a, b)), h(a, h(a, b))) \approx_I h(a, h(a, b)). \\
G'_1 \{ x \mapsto b \} &= h(h(b, h(b, b)), h(a, h(b, b))) \approx_I h(b, h(a, b)). \\
G'_2 \{ x \mapsto a \} &= h(h(a, h(a, a)), h(h(a, b), h(a, b))) \approx_I h(a, h(a, b)). \\
G'_2 \{ x \mapsto b \} &= h(h(b, h(a, b)), h(h(b, b), h(a, b))) \approx_I h(b, h(a, b)).
\end{align*}
\]

**Lemma 1** The terms $G'_1$ and $G'_2$ are lggs of $h(a, h(a, b)) \triangleq h(b, h(a, b))$.

Proof.

We prove the lemma for $G'_1$. For $G'_2$ it is similar. Let us denote $s_1 = h(a, h(a, b))$ and $s_2 = h(b, h(a, b))$.

We need to show that for any substitution $\sigma$, if $G'_1 \prec_I G'_1 \sigma$, then $G'_1 \sigma$ is not a generalization of both $s_1$ and $s_2$. We can assume without loss of generality that the domain of $\sigma$ is $\{x\}$, i.e., it has the form $\{x \mapsto t\}$, and prove the statement by induction on the depth of $t$. The $I$-normal form of $t$ is assumed.

The assumption $G'_1 \prec_I G'_1 \sigma$ suggests that we should consider only $t$ which is not $\approx_I$-equivalent to a variable. Otherwise we will have $G'_1 \approx_I G'_1 \sigma$, not $G'_1 \prec_I G'_1 \sigma$.

Note that our alphabet contains only $h$, $a$, and $b$. Any term built over these symbols and variables is $\approx_I$-equivalent to a variable iff the term is constructed only by the idempotent symbol $h$ and variables. For instance, $h(x_1, h(x_2, x_3)) \approx_I x_4$, because $h(x_1, h(x_2, x_3)) \approx_I x_4$ and $x_4 \mapsto h(x_1, h(x_2, x_3)) \approx_I h(x_1, h(x_2, x_3))$.

Now we proceed by induction on the depth of $t$. The base case is when the depth is 1. This can happen only if $t$ is $a$, $t$ is $b$, or $t$ is a variable. In the first two cases $G'_1 \sigma$ is not a generalization of both $h(a, h(a, b))$ and $h(b, h(a, b))$. The third case is excluded because $t$ is $\approx_I$-equivalent to a variable. Hence, the base case is proved.

As the induction hypothesis, assume that if $G'_1 \prec_I G'_1 \{ x \mapsto t \}$, then $G'_1 \{ x \mapsto t \}$ is not a generalization of both $s_1$ and $s_2$ for any $t$ of depth $n$, and prove the same statement for any $t'$ of depth $n + 1$. For this, we take $t'$ of depth $n + 1$ and assume $G'_1 \prec_I G'_1 \{ x \mapsto t' \}$. The depth $n + 1$ suggests that $t'$ should have a form $h(t_1, t_2)$, where the depths of $t_1$, $t_2$ are at most $n$, and at least one of them, say $t_1$, has the depth necessarily $n$.

If $t'$ is ground, then we should have $t' \approx_I a$ in order $G'_1 \{ x \mapsto t' \}$ to be a generalization of $h(a, h(a, b))$, and $t' \approx_I b$ in order $G'_1 \{ x \mapsto t' \}$ to be a generalization of $h(b, h(a, b))$. But $t' \approx_I a$ and $t' \approx_I b$ at the same time is not possible. Hence, $G'_1 \{ x \mapsto t' \}$ cannot be a generalization of both $s_1$ and $s_2$ for a ground $t'$.

For a non-ground $t'$, it should contain at least one $a$ or $b$. Otherwise it would be $\approx_I$-equivalent to a variable, which is forbidden by the assumption. Now, assume that there exist substitutions $\sigma'_1$
and $\sigma'_2$ such that $G'_1\{x \mapsto b(t_1, t_2)\} \sigma'_1 \approx_I h(a, h(a, b))$ and $G'_1 \{x \mapsto b(t_1, t_2)\} \sigma'_2 \approx_I h(b, h(a, b))$. Then it must be the case that $h(t_1, t_2)\sigma'_1 \approx_I a$ and $h(t_1, t_2)\sigma'_2 \approx_I b$. But this would imply that $t_1\sigma'_1 \approx_I a$, $t_2\sigma'_1 \approx_I a$, $t_1\sigma'_2 \approx_I b$, $t_2\sigma'_2 \approx_I b$ and thus $G'_1\{x \mapsto t_1\}$ and $G'_1\{x \mapsto t_2\}$ would be also generalizations. However, this contradicts the induction hypothesis. Hence, we get that $G'_1\{x \mapsto t'\}$ is not a generalization of $s_1$ and $s_2$ for a non-ground $t'$ either. 

\[ \Box \]

We can use the same recursive construction as Pottier’s to produce an infinite set of incomparable generalizations. Though, once again, this construction does not result into a minimal complete set of generalizations. However, it turns out that we can come up even with a simpler example, which has infinitely many incomparable generalizations and we could even construct an $\text{mcs}g_I$. Such a generalization problem is $h(a, b) \triangleq h(b, a)$, which has at least the following two lgg’s, which we denote by $H_1$ and $H_2$:

$$H_1 = h(h(x, b), h(a, y)),$$

$$H_2 = h(h(x, a), h(b, y)).$$

Notice that $H_1 \{x \mapsto a, y \mapsto b\} = h(a, b)$ and $H_1 \{x \mapsto b, y \mapsto a\} = h(b, a)$. Similar to the example handled by Lemma 1, to prove that $H_1$ is an lgg we need to show that a substitution $\sigma$ with domain $\{x, y\}$, when applied to $H_1$, does not result in a generalization of $h(a, b) \triangleq h(b, a)$. This requires a slightly more complex induction but essentially the same proof of the base and step case would be used.

Now we modify Pottier’s recursive construction to obtain infinite set of generalizations for $h(a, b) \triangleq h(b, a)$:

$$S_0 = \{H_1, H_2\}.$$

$$S_k = \{h(s_1, s_2) \mid s_1, s_2 \in S_{k-1}, s_1 \neq s_2\} \cup S_{k-1}, \ k > 0.$$

For example, we have

$$S_1 = \{h(H_1, H_2), h(H_2, H_1)\} \cup S_0.$$

$$S_2 = \{h(H_1, h(H_1, H_2)), h(H_1, h(H_2, H_1)), h(h(H_1, H_2), H_1), h(h(H_2, H_1), H_1)), h(h(H_2, H_1), H_2), h(h(H_2, H_2)), h(h(H_2, H_1), H_2), h(h(H_2, H_2), H_1), h(h(H_2, H_1), H_1))\} \cup S_1.$$

By $S_\infty$ we denote the limit of this construction. Its elements are generalizations of $h(a, b)$ and $h(b, a)$, because for any $g \in S_\infty$ we have $g\{x \mapsto a, y \mapsto b\} \approx_I h(a, b)$ and $g\{x \mapsto b, y \mapsto a\} \approx_I h(b, a)$.

The theorem below shows that $S_\infty$, in fact, is a minimal complete set of generalizations for $h(a, b) \triangleq h(b, a)$. However, enumerating the minimal complete set of generalizations for arbitrary AUTs is much more involved, as we will see in the next sections.

**Theorem 1** $S_\infty = \text{mcs}g_I(h(a, b), h(b, a))$.

Proof.

We have already shown soundness above, when we proved that $S_\infty$ is a set of generalizations of $h(a, b)$ and $h(b, a)$.

Minimality follows from the fact that the definition of $S_\infty$ guarantees that any two terms in the constructed set are incomparable with respect to $\preceq_I$. It is not difficult to see: First, note that $H_1 = h(h(x, b), h(a, y))$ and $H_2 = h(h(x, a), h(b, y))$ are $\preceq_I$-incomparable. Moreover, $H_1$ and $H_2$ are $\preceq_I$-incomparable with both $h(H_1, H_2)$ and $h(H_2, H_1)$, and also $h(H_1, H_2)$ and $h(H_2, H_1)$ are $\preceq_I$-incomparable (i.e., $S_1$ does not contain $\preceq_I$-comparable elements). As the construction
of the \( S \)'s shows, this observation extends to arbitrary \( S_k \): if \( s_1 \) and \( s_2 \) are \( \preceq_f \)-incomparable in \( S_{k-1} \), then so are (pairwise) \( s_1, s_2, h(s_1, s_2) \), and \( h(s_2, s_1) \) in \( S_k \). Iterating this argument over the construction of the \( S \)'s, we get that \( S_\infty \) does not contain \( \preceq_f \)-comparable elements.

Now we show completeness, taking an arbitrary generalization \( G \) of \( h(a, b) \) and \( h(b, a) \) and showing that \( S_\infty \) contains \( G' \) such that \( G \preceq_f G' \). We prove the statement by case distinction on \( G \). When it is a variable, the statement is trivial. Assume that it is not a variable. Then \( G \) must be of the form \( h(g', g'') \), since our term signature is \( \{ h(\cdot, \cdot), a, b \} \). Let \( \sigma_1 \) and \( \sigma_2 \) be substitutions with domain \( \{ x_1, \ldots, x_m \} \) such that \( h(g', g'')\sigma_1 \approx h(a, b) \) and \( h(g', g'')\sigma_2 \approx h(b, a) \). Then one of the following cases must hold:

(a) \( g'\sigma_1 \approx_I a \) and \( g''\sigma_1 \approx_I b \) and \( g'\sigma_2 \approx_I b \) and \( g''\sigma_2 \approx_I a \).

(b) \( g'\sigma_1 \approx_I a \) and \( g''\sigma_1 \approx_I b \) and \( g'\sigma_2 \approx_I a \) and \( g''\sigma_2 \approx_I b \).

(c) \( g'\sigma_1 \approx_I g''\sigma_1 \approx_I h(a, b) \) and \( g'\sigma_2 \approx_I b \) and \( g''\sigma_2 \approx_I a \).

(d) \( g'\sigma_1 \approx_I g''\sigma_1 \approx_I h(a, b) \) and \( g'\sigma_2 \approx_I g''\sigma_2 \approx_I h(b, a) \).

**Case (a)**  If we think back to Lemma 1, there are restrictions on the construction of \( g' \) and \( g'' \). Note that if \( g' \) (without loss of generality) contains an occurrence of \( a \), then \( g'\sigma_2 \not\approx_I b \) because the occurrence will remain, even after idempotent normalization. The same goes for occurrences of \( b \). Thus, the only non-variable symbol occurring in \( g' \) and \( g'' \) would be \( h(\cdot, \cdot) \).

We prove this case by induction on the depth \( n \geq 2 \) of \( G \). When \( n = 2 \), then both subterms of \( G \), i.e., \( g' \) and \( g'' \) have term depth 1. Therefore none of them contain an instance of \( h(\cdot, \cdot) \) and thus both \( g' \) and \( g'' \) must be variables. Furthermore, they must be different variables implying that \( G \preceq_I h(x_1, x_2) \). However, it is obvious that \( h(x_1, x_2) \) is more general than \( H_1 \) and \( H_2 \) from \( S_0 \). Hence, we have elements in \( S_\infty \) which are less general than \( h(g', g'') \).

Assume now that when the depth of \( G \) is at most \( n \), then there exists \( G' \in S_\infty \) such that \( G \preceq_f G' \), and prove the statement for the case when the depth of \( G \) is \( n + 1 \).

From the induction hypothesis it follows that if \( g' \) and \( g'' \) have their depths \( < n \), then there exists \( G' \in S_\infty \) such that \( h(g', g'') \preceq_f G' \). Now, proving the induction step means that if at least one of them, say \( g' \), has depth \( n \), then we can find \( G' \in S_\infty \) such that \( h(g', g'') \preceq_f G' \).

Let us consider a subterm of \( g' \) which has term depth 2 and thus is of the form \( h(x_1, x_2) \). We can transform \( h(g', g'') \) to some \( h(g'', g') \) by applying the substitution \( \{ x_1 \mapsto y, x_2 \mapsto y \} \) to \( h(g', g'') \) and I-normalize it. This decreases the term depth at least by 1 and by the induction hypothesis there exists a \( G' \in S_\infty \) such that \( h(g', g'') \preceq_f G' \). If \( h(g', g'') \) is a generalization of \( h(a, b) \) and \( h(b, a) \), we are done. Now assume that it is not the case. But then \( \sigma_1 \) and \( \sigma_2 \) would have had to map \( x_1 \) and \( x_2 \) to different values. However, this would imply that both \( a \) and \( b \) would show up in \( g'\sigma_1 \), contradicting our assumption for case (a).

**Case (b)**  Note that case (b) with minor changes proves case (c) as well. In this case \( g' \) can contain instances of \( a \) and \( g'' \) of \( b \). If they do not contain instances of \( a \) or \( b \) then \( G \) is trivially more general than generalizations in \( S_0 \). Also, the variables of \( g' \) are distinct from the variables of \( g'' \) by the assumptions of case (b). If \( g' \) and \( g'' \) shared variables then it would not be possible for \( g'\sigma_1 \approx_I a \) and \( g''\sigma_1 \approx_I b \) because either \( g'\sigma_1 \approx_I a \) or \( g''\sigma_1 \approx_I b \) would necessarily need to contain both an instance of \( a \) and \( b \). This can be proven by a simple argument: assume that \( g' \) and \( g'' \) share a variable \( y \), and \( \sigma_1 \) maps \( y \) to a term containing \( a \) then \( g''\sigma_1 \) will necessarily contain a contradicting our construction. The same argument holds for a term containing \( b \).

By the assumptions of case (b) \( g'\sigma_2 \approx_I h(b, a) \). Let the notation \( s[t \leftarrow z] \) stand for the term obtained from \( s \) by replacing all occurrences of \( t \) in \( s \) by the variable \( z \), i.e., abstracting the occurrences of the subterm \( t \) in \( s \) by \( z \). Let us instead of considering \( \sigma_2 \) consider a substitution \( \theta' \) defined as follows:

\[
x\theta' = (x\sigma_2)[b \leftarrow z'] \text{ for all } x,
\]
where \( z' \) is a fresh variable. Notice that \( g'g'' \simeq_I h(z', a) \) holds, which does not violate the assumptions of case (b). The same construction can be carried out for \( g'' \) with respect to \( a \) and \( z'' \), resulting in \( g'g'' \simeq_I h(b, z'') \). Thus, \( G \simeq_I h(g'g'', g''g') \simeq_I h(h(z', a), h(b, z'')) \in S_0 \).

**Case (d)** We now consider the case when \( g' \) and \( g'' \) are both generalizations of \( h(a, b) \). We prove by induction on the depth \( d \geq 4 \) of \( G \) that there exists \( G' \in S_\infty \) such that \( G \preceq_I G' \).

For the base case, let \( d = 4 \). This implies that \( g' \) and \( g'' \) are terms of at most depth 3. The only terms of depth at most 3, which generalize \( h(a, b) \), are those from \( S_0 \). By construction of \( S_\infty \), we know \( S_0 \subset S_\infty \). If \( g' = g'' \), then \( G \simeq_I g' \in S_\infty \) and we take \( G' = g' \). If \( g' \neq g'' \), then \( G \in S_\infty \) by construction and we take \( G' = G \). This concludes the base case.

Now assume for the induction hypothesis that the statement is true for the depth \( \leq d \) of \( G \) and show it for \( d + 1 \). Recall that \( G = h(g', g'') \). Hence, the depths of \( g' \) and \( g'' \) are at most \( d \). By the assumption of Case (d), \( g' \) and \( g'' \) are both generalizations of \( h(a, b) \). By the induction hypothesis, there exist \( g_1 \in S_\infty \) and \( g_2 \in S_\infty \) such that \( g' \preceq_I g_1 \) and \( g'' \preceq_I g_2 \). If \( g_1 \neq g_2 \), then, by construction, there exists \( h(g_1, g_2) \in S_\infty \) and we can take \( G' = h(g_1, g_2) \), since \( G = h(g', g'') \preceq_I h(g_1, g_2) \). If \( g_1 = g_2 \), then we have \( G = h(g', g'') \preceq_I h(g_1, g_2) \approx_I g_1 \) and we can take \( G' = g_1 \in S_\infty \).

\[\square\]

Hence, the \( S_n \) construction provides an enumeration of \( mcsg_I(h(a, b), h(b, a)) \) and can be seen as a finite algorithmic description of this set. We can describe its growth rate as a recurrence for a generalization of the \( S_n \) construction where \( S_0 \) can have an arbitrary size.

**Theorem 2** Let \( A \) be a finite set, \( P(S, S') = \{(a, b) \mid a \in S, b \in S', a \neq b\} \), and \( F_n \) be the following recursive set construction:

\[
F_0 = \{\emptyset\}, \\
F_1 = A, \\
F_{n+1} = F_n \cup P(F_n, F_n).
\]

Then for \( n \geq 1 \), \( |F_{n+1}| = |F_n|^2 - |F_{n-1}| + |F_{n-1}|. \)

**Proof.**

We use induction on \( n \). Let \( n = 1 \). We have \( F_2 = F_1 \cup P(F_1, F_1) \). We know that \( F_1 = A \) and that \( |P(F_1, F_1)| = |F_1|^2 - |F_1| \), because \( (a, a) \notin P(F_1, F_1) \) for \( a \in F_1 \). Thus, \( |F_2| = |F_1|^2 - |A|^2 \), which is precisely given by the formula in the theorem statement, i.e. \( |F_2| = |F_1|^2 - |F_0|^2 + |F_0| = |A|^2 - 1 + 1 = |A|^2 \).

For the induction hypothesis, let us assume the theorem holds for \( F_n \) and show that it holds for \( F_{n+1} \). We know that \( F_n \) is at least as large as \( F_{n-1} \) by definition and thus we can consider the subsets of \( F_n, F_{n-1} \) and \( F_n \setminus F_{n-1} \) when computing \( F_{n+1} \). Note that the elements of \( P(F_{n-1}, F_{n-1}) \) are already members of \( F_n \setminus F_{n-1} \) and, therefore, do not need to be considered. But we do need to consider the cases \( P(F_{n-1}, F_{n-1}), P(F_n \setminus F_{n-1}, F_{n-1}), \) and \( P(F_n \setminus F_{n-1}, F_n \setminus F_{n-1}) \), which have sizes \( |F_{n-1}|(|F_n| - |F_{n-1}|), |F_{n-1}|(|F_n| - |F_{n-1}|), \) and \( (|F_n| - |F_{n-1}|)^2 - (|F_{n-1}| - |F_{n-1}|) \), respectively. Thus, we can compute the size of \( F_{n+1} \):

\[
|F_{n+1}| = 2 \cdot |F_{n-1}|(|F_n| - |F_{n-1}|) + (|F_n| - |F_{n-1}|)^2 - (|F_{n-1}| - |F_{n-1}|) + |F_n| = 2|F_{n-1}||F_n| - 2|F_{n-1}|^2 + (|F_n|^2 - 2|F_n||F_{n-1}| + |F_{n-1}|^2) + |F_{n-1}| = |F_n|^2 - |F_{n-1}|^2 + |F_{n-1}|.
\]

It proves the induction step. See Figure 1 for a geometric proof of the theorem.

\[\square\]
This construct can be pushed a little further by considering the ratio between the large and small squares in Figure 1, where the area of the small square is $|F_{n-1}|^2$ and the area of the large square is $(|F_{n-1}|^2 - |F_{n-1}|)^2 = |F_{n-1}|^4 - 2|F_{n-1}|^3 + |F_{n-1}|^2$.

**Theorem 3** Let $F_n$ be the construction of Theorem 2. Then $|F_n| \approx O(2^{2n})$.

Proof.

Consider the ratio between the large and small squares found in Figure 1:

$$
\frac{(|F_{n-1}|^2 - |F_{n-1}|)^2}{|F_{n-1}|^2} = |F_{n-1}|^2 - 2 \cdot |F_{n-1}| + 1 = O(n^2)
$$

Furthermore, the large square for case $n$ is the small square for case $n+1$. Therefore, the ratio between the small square of case $n$ and large square of case $n+1$ must be $O(n^4)$. The construction is a quadratic recurrence, which is known to have a complexity of $O(2^{2n})$.

\[\square\]

To summarize the results of this section, we note that one idempotent symbol is sufficient to construct an anti-unification problem, which has infinitely many $\leq_I$-incomparable generalizations. A simple example of such a problem is $h(a, b) \equiv h(b, a)$ for an idempotent $h$, for which we showed how to construct a minimal complete set of I-generalizations.

However, the construction cannot help us to construct minimal complete set of I-generalizations in the general case. Therefore, this example only says that idempotent generalization with one idempotent function symbol is either infinitary or of type zero. Still, it is an improvement over the result from [33], which says the same for two idempotent symbols.

In the next sections we prove that I-generalization is indeed infinitary, not only for one idempotent symbol, but for an arbitrary number of them. Instead of the $S_n$ construction, tree grammars are used for finite algorithmic description of the minimal complete set of I-generalizations.

![Figure 1: Geometric proof of Theorem 2 for $|F_1| = 3$.](image-url)
4 Generalization Algorithm

In this section we present an idempotent pre-generalization algorithm for construction of a finite representation of the infinite set of the generalizations of a given AUT with an arbitrary number of idempotent symbols.

Our algorithm is given in a rule-based manner, where the rules transform configurations into configurations. A configuration is a triple $A; S; B$, where $A$ is a set of anti-unification problems to be solved, $S$ is a set of already solved anti-unification problems (called the store), and $B$ is a set of bindings, representing the generalization “computed so far”. The intuitive idea is to collect such $B$’s at the end and construct from them a regular tree grammar, from which one can read off each generalization. We elaborate on the details later, after the rules are formulated.

It is assumed that all terms in $A$ and $S$ are in I-normal form. The rules are defined as follows:

Dec: Decomposition

\[
\{x : f(s_1, \ldots, s_n) \equiv f(t_1, \ldots, t_m)\} \cup A; S; B \implies \{y_1 : s_1 \equiv t_1, \ldots, y_n : s_n \equiv t_m\} \cup A; S; B\{x \mapsto f(y_1, \ldots, y_n)\}
\]

where $f$ is a free function symbol, $n \geq 0$, and $y_1, \ldots, y_n$ are fresh variables.

Explanation: The decomposition rule applies when terms in the selected AUT have the same head. In this case, the generalization variable $x$, which is there as a (most general) generalization of $f(s_1, \ldots, s_n)$ and $f(t_1, \ldots, t_m)$, gets replaced in $B$ by a more specific generalization $f(y_1, \ldots, y_n)$, where $y_i$ is supposed to generalize $s_i$ and $t_i$, $1 \leq i \leq n$.

Id-Left: Idempotent symbol in the left

\[
\{x : f(s_1, s_2) \equiv t\} \cup A; S; B \implies \{y_1 : s_1 \equiv t, y_2 : s_2 \equiv t\} \cup A; S; B\{x \mapsto f(y_1, y_2)\},
\]

where $f$ is an idempotent function symbol, $\text{head}(t)$ is not idempotent, and $y_1$ and $y_2$ are fresh variables.

Explanation: The Id-Left rule can be seen as a shorthand of two steps: first, replacing $t$ by its I-equivalent term $f(t, t)$, and then decomposing the obtained AUT $x : f(s_1, s_2) \equiv f(t, t)$, which leads to the replacement of $x$ in $B$ by a more specific generalization term $f(y_1, y_2)$. Note that here we require the head of $t$ not to be idempotent. For AUTs with idempotent heads in both sides we have a separate rule.

Id-Right: Idempotent symbol in the right

\[
\{x : s \equiv f(t_1, t_2)\} \cup A; S; B \implies \{y_1 : s \equiv t_1, y_2 : s \equiv t_2\} \cup A; S; B\{x \mapsto f(y_1, y_2)\},
\]

where $f$ is an idempotent function symbol, $\text{head}(s)$ is not idempotent, and $y_1$ and $y_2$ are fresh variables.

Explanation: This rule is similar to the previous one, applying the idempotent expansion in the left-hand side of the selected AUT.

Id-Both 1: Idempotent symbol in both sides 1

\[
\{x : f(s_1, s_2) \equiv f(t_1, t_2)\} \cup A; S; B \implies \{y_1 : s_1 \equiv t_1, y_2 : s_2 \equiv t_2\} \cup A; S; B \cup \{x \mapsto f(y_1, y_2)\},
\]

where $f$ is an idempotent function symbol and $y_1$ and $y_2$ are fresh variables.

Id-Both 2: Idempotent symbol in both sides 2

\[
\{x : f(s_1, s_2) \equiv t\} \cup A; S; B \implies \{y_1 : s_1 \equiv t, y_2 : s_2 \equiv t\} \cup A; S; B \cup \{x \mapsto f(y_1, y_2)\},
\]

where $f$ is an idempotent function symbol, $\text{head}(t)$ is idempotent, and $y_1$ and $y_2$ are fresh variables.
Id-Both 3: Idempotent symbol in both sides 3
\[ \{ x : s \triangleq f(t_1, t_2) \} \cup A; \ S; \ B \implies \ \{ y_1 : s \triangleq t_1, y_2 : s \triangleq t_2 \} \cup A; \ S; \ B \cup \{ x \mapsto f(y_1, y_2) \}, \]
where \( f \) is an idempotent function symbol, head\( (s) \) is idempotent, and \( y_1 \) and \( y_2 \) are fresh variables.

Explanation: These three rules, Id-Both 1, Id-Both 2, and Id-Both 3 are variations of Dec, Id-Left, and Id-Right rules. Rather then substituting the decomposed generalization into the existing bindings, each of them adds a new binding there. This is justified by the fact that these three rules are alternatives to each other. Later, when we will be collecting bindings computed in different ways by these rules, we would like each of these alternatives to be explicitly present in the united set (grammar), in order to be able to construct larger incomparable generalizations in all possible ways. These details will become clearer when we define the generalization algorithm.

Solve: Solve
\[ \{ x : s \triangleq t \} \cup A; \ S; \ B \implies A; \ \{ x : s \triangleq t \} \cup S; \ B, \]
where head\( (s) \neq \text{head}(t) \) and neither head\( (s) \) nor head\( (t) \) is an idempotent symbol.

Explanation: The condition of the solving rule guarantees that it only applies when no other inference is applicable to the selected AUT. In this case, we move the AUT to the store, recording that for \( s \) and \( t \) we cannot find a more specific generalization than \( x \). Essentially, this rule captures the mis-matches between the terms we are attempting to anti-unify.

Merge: Merge
\[ \emptyset; \ \{ x_1 : s_1 \triangleq t_1, x_2 : s_2 \triangleq t_2 \} \cup S; \ B \implies \emptyset; \ \{ x_1 : s_1 \triangleq t_1 \} \cup S; \ B\{ x_2 \mapsto x_1 \}, \]
where \( s_1 \approx_1 s_2 \) and \( t_1 \approx_1 t_2 \).

Explanation: Since we aim at computing least general generalizations, we should reuse a single generalization variable instead of two different ones, if they generalize the same (modulo idempotence) difference. In this way, the Merge rule is used to reduce the number of generalization variables to the necessary minimum.

The idempotent pre-generalization algorithm I-PreGen applies the rules exhaustively, starting from the initial state \( \{ x : s \triangleq t \} ; \emptyset; \ \{ x_{\text{gen}} \mapsto x \} \) for the given terms \( s \) and \( t \). As we mentioned above, the purpose of the Id-Both rules is to introduce new bindings while Dec, Id-Left, and Id-Right only change the generality of existing bindings. The additional bindings added by the Id-Both rules are used to capture generalizations, which are obtained by combining some of the other generalizations under an idempotent head.

Theorem 4 (Termination) I-PreGen terminates on any input.

Proof.

All rules strictly reduce the number of symbols in the set of anti-unification problems to be solved. Hence, the rules can be applied finitely many times and the algorithm terminates.

Note that I-PreGen is a non-deterministic algorithm and thus results in a derivation tree. The tree provides us with a set of binding lists, which we can collect from its leaves, i.e., from the configurations of the form \( \emptyset; \ S; \ B \). They are used in the algorithm I-Gen which we define now.

The idempotent generalization algorithm I-Gen takes as input two terms \( s \) and \( t \) and performs the following steps:

1. Apply I-PreGen on \( s \) and \( t \). After I-PreGen terminates, collect the \( S \)'s and \( B \)'s computed in the branches of the derivation tree. Assume that there are \( n \) derivation branches, and \( S_i \) and \( B_i, 1 \leq i \leq n \), are respectively the sets of stores and bindings computed in the leaves of those branches.
2. The variable $x_{gen}$ is the root of each $B_i$. By construction, in each $B_i$ there are no two bindings with the same left-hand side. There is no recursion either. It means that $L(G(B_i))$ consists of a single term. Let it be denoted by $T(B_i)$. Let $J$ be the maximal set of indices $J \subseteq \{1, \ldots, n\}$ such that $\text{rep}(T(B_j)) \in \text{Minimize}(\cup_{i=1}^n \{T(B_i)\})$ for all $j \in J$, i.e., they are terms retained after the minimization of the set $\cup_{i=1}^n \{T(B_i)\}$.

3. Apply the Merge rule starting from the configuration $\emptyset \cup_{j \in J} S_j; \cup_{j \in J} B_j$ as long as possible. In this process, different choices of selecting AUTs to merge might give different final results, but they all will be the same modulo idempotence and variable renaming. This property is enough to justify referring to the resulting store and binding sets of the final configuration as the STORE and B, respectively. The final configuration is obtained after an exhaustive application of the Merge rule:

$$\emptyset \cup_{j \in J} S_j; \cup_{j \in J} B_j \Rightarrow^* \text{Merge} \emptyset; \text{STORE}; B$$

and Merge does not apply to $\emptyset; \text{STORE}; B$ anymore.

4. Return STORE and $G(B)$, which is a regular tree grammar that corresponds to B. For the given $s$ and $t$, we will refer to this grammar as $G(s, t)$. Below we will also use $G_b(s, t)$, which is the base grammar $G_b(B)$. Note that unlike $G(s, t)$, the base grammar $G_b(s, t)$ does not contain duplication rules as discussed in Definition 2. Therefore, $L(G_b(s, t))$ contains only those generalizations, which are not represented as a combination of some of the other generalizations under an idempotent head. The latter need the duplication rules.

Based on Theorem 4 and the fact that the construction of $G(B)$ stops, we can conclude that I-Gen is terminating.

By the construction of stores, it is easy to see that STORE does not contain two AUTs $x : s_1 \triangleq t_1$ and $x : s_2 \triangleq t_2$ with the same generalization variable $x$.

Note that the occurrence of an AUT of the form $x : t \triangleq s$ within a given configuration such that both $\text{head}(t)$ and $\text{head}(s)$ are idempotent, guarantees that the final set of bindings B will contain at least two bindings with the variable $x$ on the left. This occurs because Id-Both 1, Id-Both 2, and Id-Both 3 add new bindings to B. In such cases, for the same variable we may have two (when only Id-Both 2 and Id-Both 3 apply) or three bindings (when also Id-Both 1 applies) in B. This splitting is the essential aspect of our algorithms allowing us to capture the minimal complete set of least general generalizations.

Each variable that appears in the set of terminals of $G(B)$ is a generalization variable which occurs in the store in one of the leaves of the derivation tree of the algorithm above. To distinguish these variables and nonterminals syntactically, we use the bold face font for the latter.

STORE can tell us how to obtain the initial terms $t_1$ and $t_2$ from $r \in L(G(s, t))$: Assume $r$ contains generalization variables $y_1, \ldots, y_n$, and for them STORE contains the AUTs $y_1 : s_1 \triangleq s_n \triangleq s_n$, ..., $y_n : s_n \triangleq s^1_n \triangleq s^2_n$. Then, from the construction of the algorithm I-Gen we can easily see that $r \sigma_i \approx t_i$, where $\sigma_i = \{y_1 \mapsto s^1_1, \ldots, y_n \mapsto s^1_n\}$.

**Example 4** We illustrate how I-Gen works on the AUP $f(a, b) \triangleq f(b, a)$, where $f$ is idempotent.

First, I-PreGen is applied, which results in three derivations:

1) \{x : f(a, b) \triangleq f(b, a)\}; $\emptyset$; \{x_{gen} \mapsto x\} $\Rightarrow$ Id-Both 1

\{x_1 : a \triangleq b, x_2 : b \triangleq a\}; $\emptyset$; \{x_{gen} \mapsto x, x \mapsto f(x_1, x_2)\} $\Rightarrow$ Solve

$\emptyset$; \{x_1 : a \triangleq b, x_2 : b \triangleq a\}; \{x_{gen} \mapsto x, x \mapsto f(x_1, x_2)\}.

2) \{x : f(a, b) \triangleq f(b, a)\}; $\emptyset$; \{x_{gen} \mapsto x\} $\Rightarrow$ Id-Both 2

\{y_1 : a \triangleq f(a, b), y_2 : b \triangleq f(b, a)\}; $\emptyset$; \{x_{gen} \mapsto x, x \mapsto f(y_1, y_2)\} $\Rightarrow$ Id-Right

\{z_1 : a \triangleq b, z_2 : a \triangleq b, y_2 : b \triangleq f(b, a)\}; $\emptyset$; \{x_{gen} \mapsto x, x \mapsto f(z_1, z_2, y_2)\} $\Rightarrow$ Solve

\{z_2 : a \triangleq a, y_2 : b \triangleq f(b, a)\}; \{z_1 : a \triangleq b\}; \{x_{gen} \mapsto x, x \mapsto f(z_1, z_2, y_2)\} $\Rightarrow$ Dec
Hence, the obtained store/bindings pairs are

\[
\begin{align*}
&\{y_2 : b \triangleq f(b, a); \{z_1 : a \triangleq b\}; \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), y_2)\} \implies \text{Id-Right} \\
&\{z_3 : b \triangleq b, z_4 : b \triangleq a\}; \{z_1 : a \triangleq b\}; \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), f(z_3, z_4))\} \implies \text{Dec} \\
&\{z_4 : b \triangleq a\}; \{z_1 : a \triangleq b\}; \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), f(b, z_4))\} \implies \text{Solve} \\
&\emptyset; \{z_1 : a \triangleq b, z_4 : b \triangleq a\}; \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), f(b, z_4))\}.
\end{align*}
\]

From the last configuration we get

\[
B = \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), f(b, z_4)), x \mapsto f(f(z_1, b), f(a, z_4))\}.
\]

From \(B\), we extract first the base grammar \(G_b(B) = (x_{gen}, N, T, R_b)\), where

\[
\begin{align*}
N &= \{x_{gen}, x\}, \\
T &= \{f, a, b, z_1, z_4\}, \\
R_b &= \{x_{gen} \mapsto x, x \mapsto f(f(z_1, a), f(b, z_4)), x \mapsto f(f(z_1, b), f(a, z_4))\}.
\end{align*}
\]

The base grammar gives two generalizations \(f(f(z_1, b), f(a, z_4))\) and \(f(f(z_1, a), f(b, z_4))\) of our initial problem \(f(a, b) \triangleq f(b, a)\). However, \(G_b(B)\) does not give generalizations, which are generated from the existing generalizations by taking into account the equational property of idempotence. For instance, the generalization \(f(f(f(z_1, b), f(a, z_4)), f(f(z_1, a), f(b, z_4)))\) cannot be obtained from
For such kind of answers, we need the duplication rules. Since for \( x \) we have two rules, and \( x \) is reachable from \( x_{\text{gen}} \) and from itself, we add two duplication rules to \( R_0 \): one for \( x_{\text{gen}} \) and one for \( x \). It results in the final grammar

\[
G(f(a, b), f(b, a)) = G(B) = (x_{\text{gen}}, N, T, R),
\]

where \( N \) and \( T \) are as in \( G_6(B) \) and

\[
R = \{x_{\text{gen}} \to x, x_{\text{gen}} \to f(x_{\text{gen}}, x_{\text{gen}}), x \to f(f(z_1, b), f(a, z_4)), x \to f(f(z_1, a), f(b, z_4)), x \to f(x, x)\}.
\]

To obtain \( f(a, b) \) from any \( r \in L(G(f(a, b) f(b, a))) \), we need to apply the substitution \( \{z_1 \to a, z_4 \to b\} \) to \( r \). This substitution is read off from \( \text{STORE} \). Similarly, to obtain \( f(b, a) \) from \( r \), we need the substitution \( \{z_1 \to b, z_4 \to a\} \), which can be also constructed from \( \text{STORE} \).

**Example 5** Application of \( \text{I-Gen} \) to \( g(a, f(a, b)) \triangleq g(a, f(b, a)) \), where \( g \) is free and \( f \) is idempotent, starts with \( \text{I-PreGen} \) and performs two decomposition steps:

\[
\{x : g(a, f(a, b)) \triangleq g(a, f(b, a))\}; \emptyset; \{x_{\text{gen}} \to x\} \implies_{\text{Dec}}
\]

\[
\{x_1 : a \triangleq a, x_2 : f(a, b) \triangleq f(b, a)\}; \emptyset; \{x_{\text{gen}} \to x, x \to g(x_1, x_2)\} \implies_{\text{Dec}}^2
\]

\[
\{x_2 : f(a, b) \triangleq f(b, a)\}; \emptyset; \{x_{\text{gen}} \to g(a, x_2)\}.
\]

From the obtained configuration, \( \text{I-PreGen} \) produces three alternative derivations in the same way as in Example 4. From the leaves of the derivation tree, we get three store/bindings pairs:

\[
S_1 = \{x_3 : a \triangleq b, x_4 : b \triangleq a\}, \quad B_1 = \{x_{\text{gen}} \to g(a, x_2), x_2 \to f(x_3, x_4)\}.
\]

\[
S_2 = \{z_1 : a \triangleq b, z_4 : b \triangleq a\}, \quad B_2 = \{x_{\text{gen}} \to g(a, x_2), x_2 \to f(f(z_1, a), f(b, z_4))\}.
\]

\[
S_3 = \{v_1 : a \triangleq b, v_4 : b \triangleq a\}, \quad B_3 = \{x_{\text{gen}} \to g(a, x_2), x_2 \to f(f(v_1, b), f(a, v_4))\}.
\]

After that, \( \text{I-Gen} \) applies minimization, retains \( S_2, S_3, B_2, \) and \( B_3 \), performs merging, and gives

\[
\text{STORE} = \{z_1 : a \triangleq b, z_4 : b \triangleq a\}
\]

\[
B = \{x_{\text{gen}} \to g(a, x_2), x_2 \to f(f(z_1, a), f(b, z_4)), x_2 \to f(f(v_1, b), f(a, v_4))\}.
\]

From \( B \), \( \text{I-Gen} \) constructs the grammar

\[
G(g(a, f(a, b)), g(a, f(b, a))) = (x_{\text{gen}}, N, T, R),
\]

where

\[
N = \{x_{\text{gen}}, x\},
\]

\[
T = \{f, g, a, b, z_1, z_4\},
\]

\[
R = \{x_{\text{gen}} \to g(a, x), x_{\text{gen}} \to f(x_{\text{gen}}, x_{\text{gen}}), x \to f(f(z_1, a), f(b, z_4)), x \to f(f(z_1, b), f(a, z_4)), x \to f(f(x, x))\}.
\]

We have, for instance, \( f(g(a, f(f(z_1, b), f(a, z_4))), g(a, f(f(z_1, a), f(b, z_4))) \in L(G(g(a, f(a, b)), g(a, f(b, a)))) \). To see that this term is indeed an \( I \)-generalization of \( g(a, f(a, b)) \) and \( g(a, f(b, a)) \), we can read off the matching substitutions from \( \text{STORE} \): \( \sigma_1 = \{z_1 \to a, z_4 \to b\} \) and check:

\[
f(g(a, f(f(z_1, b), f(a, z_4))), g(a, f(f(z_1, a), f(b, z_4)))) \sigma_1 =
\]

\[
f(g(a, f(f(a, b), f(a, b))), g(a, f(f(a, a), f(b, b)))) \approx_t
\]

\[
f(g(a, f(a, b)), g(a, f(a, b))) \approx_l g(a, f(a, b)).
\]
\[ f(g(a, f(f(z_1, b), f(a, z_4))), g(a, f(f(z_1, a), f(b, z_4)))) \sigma_2 = \\
 f(g(a, f(f(b, a), f(a, a))), g(a, f(f(b, a), f(b, a)))) \approx_1 \\
 f(g(a, f(b, a)), g(a, f(b, a))) \approx_1 g(a, f(b, a)). \]

Example 6 We apply 1-Gen to \( f(a, f(a, b)) \equiv f(a, f(b, a)) \), where \( f \) is idempotent. 1-PreGen gives the following sets of bindings:

\[
\begin{align*}
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(a, x_2), \ x_2 \mapsto f(f(y_1, a), f(b, y_2)) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(a, x_2), \ x_2 \mapsto f(f(y_3, b), f(a, y_4)) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, f(b, z_2))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, f(z_1, a)), f(z_3, f(b, z_3))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}, \\
\{ x_{\text{gen}} &\mapsto x_1, \ x_1 \mapsto f(f(a, f(z_1, a), x_3), \ x_3 \mapsto f(f(a, z_4), x_5), \ x_5 \mapsto f(f(z_1, a), f(b, z_4))) \}.
\end{align*}
\]

From these sets, 1-Gen constructs the grammar

\[ G(f(a, f(a, b)), f(a, f(b, a))) = \langle x_{\text{gen}}, N, T, R \rangle, \]

where

\[
\begin{align*}
N &= \{ x_{\text{gen}}, x_1, \ldots, x_6 \}, \\
T &= \{ f, a, b, y_1, y_2 \}, \\
R &= \{ x_{\text{gen}} \mapsto x_1, \ x_{\text{gen}} \mapsto f(x_{\text{gen}}, x_{\text{gen}}), \ x_1 \mapsto f(a, x_2), \ x_1 \mapsto f(f(a, f(y_1, a), x_3), \ x_1 \mapsto f(f(a, f(b, y_2)), x_4), \\
\quad x_1 \mapsto f(x_1, x_1), \\
\quad x_2 \mapsto f(f(y_1, a), f(b, y_2)), \ x_2 \mapsto f(f(y_1, b), f(a, y_2)), \ x_2 \mapsto f(x_2, x_2), \\
\quad x_3 \mapsto f(a, f(b, y_2)), \ x_3 \mapsto f(f(a, f(y_1, a), f(y_2, f(b, y_2))) \}, \ x_3 \mapsto f(f(a, y_2), x_5), \\
\quad x_3 \mapsto f(x_1, x_1), \\
\quad x_4 \mapsto f(f(y_1, a), x_6), \ x_4 \mapsto f(f(y_1, b), f(a, f(y_2))), \ x_4 \mapsto f(x_4, x_4), \\
\quad x_5 \mapsto f(f(y_1, a), f(b, y_2)), \ x_5 \mapsto f(f(y_1, b), f(a, y_2)), \ x_5 \mapsto f(x_5, x_5), \\
\quad x_6 \mapsto f(f(y_1, a), f(b, y_2)), \ x_6 \mapsto f(f(y_1, b), f(a, y_2)), \ x_6 \mapsto f(x_6, x_6). \\
\end{align*}
\]

\[ \text{STORE} = \{ y_1 : a \triangleq b, y_2 : b \triangleq a \}. \]

We can see that \( f(a, f(f(y_1, a), f(b, y_2)), f(f(y_1, b), f(a, y_2))) \in L(G(f(a, f(a, b)), f(a, f(b, a)))) \):

\[ x_{\text{gen}} \mapsto x_1 \mapsto f(a, x_2) \mapsto f(a, f(x_2, x_2)) \mapsto f(a, f(f(y_1, a), f(b, y_2)), x_2) \]
\[ \rightarrow f(a, f(f(y_1, a), f(b, y_2)), f(f(y_2, b), f(a, y_2))). \]

\[ \text{Example 7} \] Let \( f \) and \( g \) be idempotent symbols. Then for \( f(a, b) \triangleq g(a, c) \) the regular tree grammar computed by I-Gen is \( \langle x_{\text{gen}}, N, T, R \rangle \), where

\[
N = \{ x_{\text{gen}}, x \}, \\
T = \{ f, g, a, y_1, y_2, y_3 \}, \\
R = \{ x_{\text{gen}} \rightarrow x, x_{\text{gen}} \rightarrow f(x_{\text{gen}}, x_{\text{gen}}), x_{\text{gen}} \rightarrow g(x_{\text{gen}}, x_{\text{gen}}), \\
\quad x \rightarrow f(g(a, y_1), g(y_2, y_3)), x \rightarrow g(f(a, y_2), f(y_1, y_3)), \ x \rightarrow f(x, x), \ x \rightarrow g(x, x) \}.
\]

STORE is \{ \( y_1 : a \triangleq c \), \( y_2 : b \triangleq a \), \( y_3 : b \triangleq c \) \}.

I-Gen is sound, as the following theorem shows:

\[ \text{Theorem 5 (Soundness)} \] Let \( s \) and \( t \) be two terms and \( G(s, t) \) be the regular tree grammar computed by I-Gen for them. Then any term in \( L(G(s, t)) \) is an I-generalization of \( s \) and \( t \).

Proof.

First, notice that if \( r_1, r_2 \in L(G(s, t)) \) are I-generalizations of \( s \) and \( t \), then \( f(r_1, r_2) \) is also an I-generalization of \( s \) and \( t \), where \( f \) is idempotent. Indeed, assume \( r_1 \) and \( r_2 \) generalize \( s \). Then there exist substitutions \( \sigma_1 \) and \( \sigma_2 \) such that \( r_i \sigma_i \approx_1 s \), \( i = 1, 2 \). As we saw, we can actually read off these \( \sigma \)'s from STORE. It implies that if \( x \in \text{dom}(\sigma_1) \cap \text{dom}(\sigma_2) \), then \( x\sigma_1 = x\sigma_2 \). Let \( \vartheta \) be a substitution defined as \( x\vartheta = x\sigma_1 \) if \( x \in \text{dom}(\sigma_1) \) and \( x\vartheta = x\sigma_2 \) otherwise. Then we have \( f(r_1, r_2)\vartheta = f(r_1\sigma_1, r_2\sigma_2) \approx_1 f(s, s) \approx_1 s \), which shows that \( f(r_1, r_2) \) is an I-generalization of \( s \). For \( t \) it is analogous.

Hence, it remains to prove that every term in \( L(G_b(s, t)) \) is an I-generalization of \( s \) and \( t \).

The terms of \( L(G_b(s, t)) \) are precisely those derived using I-PreGen (i.e., the right hand sides of bindings in binding sets computed by I-PreGen) and thus we can prove the theorem by well-founded induction over the length of the derivation of terms in \( L(G_b(s, t)) \).

Let us assume that the proposition holds for each \( r \), which is derived by I-PreGen in at most \( n \) steps and prove it for the case of \( n + 1 \) steps. The next step depends on the rule of our algorithm, applicable to the initial configuration \{ \( x : s \triangleq t \); \( \emptyset \); \( \{ x_{\text{gen}} \rightarrow x \} \} \). Therefore, we handle each case independently.

\[ \text{Dec:} \] If \( s = a \) and \( t = a \), the decomposition rule gives the final configuration \( \emptyset \); \( \emptyset \); \( \{ x_{\text{gen}} \rightarrow a \} \), which implies \( L(G_b(s, t)) = \{ a \} \) and the theorem is true.

Now assume \( s = g(s_1, \ldots, s_m) \), \( t = g(t_1, \ldots, t_m) \), where \( g \) is free. Take one of the derivations:

\[
\{ x : g(s_1, \ldots, s_m) \triangleq g(t_1, \ldots, t_m) \}; \emptyset; \{ x_{\text{gen}} \rightarrow x \} \implies_{\text{Dec}}
\{ x_1 : s_1 \triangleq t_1 \}; \emptyset; \{ y_1 \rightarrow x_1 \} \implies_{R_1} \cdots \implies_{R_{n_1}} \emptyset; \{ y_i \rightarrow l_i' \} \cup B_i',
\]

where \( 1 \leq i \leq m \), \( n_1 + \cdots + n_m \leq n \), and \( R_i \) is the rule name used in the \( i \)th derivation at \( k \)th step. The mentioned combination can be expressed, e.g., like this:

\[
\{ x_1 : s_1 \triangleq t_1, \ldots, x_m : s_m \triangleq t_m \}; \emptyset;
\]
We spell out the Id-Left subterms, in Merge subject of derivations of Fact 1.

The rules for idempotent heads:

\[
\text{if } f \text{ is idempotent, and consider a derivation that starts with Id-Left rule:}
\]

\[
\{ x : f(s_1, s_2) \Rightarrow t \}; \emptyset ; \{ x_{\text{gen}} \Rightarrow x \} \Rightarrow_{\text{Id-Left}}
\]

\[
\{ x_1 : s_1 \Rightarrow t, x_2 : s_2 \Rightarrow t \}; \emptyset ; \{ x_{\text{gen}} \Rightarrow f(x_1, x_2) \} \Rightarrow^n \emptyset ; S ; B.
\]

We have \( L(G_b(B)) \subseteq L(G_b(s, t)) \). The part of this derivation after the first step can be represented as a combination of two derivations of length at most \( n \):

\[
\{ x_i : s_i \Rightarrow t \}; \emptyset ; \{ y_i \Rightarrow x_i \} \Rightarrow R_1 \cdots \Rightarrow R_{n_1} \emptyset ; S_i ; \{ y_i \Rightarrow t_i \} \cup B_i,
\]

where \( 1 \leq i \leq 2, n_1 + n_2 \leq n \), and \( R_{i_1} \) is the rule name used in the \( i \)th derivation at \( k \)th step.

By the reasoning similar to the Dec rule case above, using the induction hypothesis, we conclude the elements of the language \( L(G_b(s_1, t)) = L(G_b((y_i \Rightarrow t_i) \cup B_i)) \) are I-generalizations of \( s_i \) and \( t \). By the tree grammar definition, using Fact 1, it implies that the elements of the language \( L(G_b((x_{\text{gen}} \Rightarrow f(y_1, y_2), y_1 \Rightarrow t_1, y_2 \Rightarrow t_2) \cup B_1 \cup B_2)) \) are I-generalizations of \( s = f(s_1, s_2) \) and \( t \).

The rest of the proof of this case is similar to the one for Dec.
As for the Id-Both rules, note that for \( L(G_b(B)) \) it does not make a difference whether \( B \) was computed by updates (i.e., rules applying a substitution to bindings as \( B_1\{y \rightarrow l\} \)) or by expansion (i.e., rules adding a new binding as \( B_1 \cup \{y \rightarrow l\} \)). If nothing else is different, the languages \( L(G_b(B_1\{y \rightarrow l\})) \) and \( L(G_b(B_1 \cup \{y \rightarrow l\})) \) are the same. This argument we used in the proof of soundness for Dec rule, and the same argument can be used to make the proof of soundness for the Id-Both rules similar to those for Dec or Id-Left.

**Merge**: This rule transforms an I-generalization of \( s \) and \( t \) into another, less general I-generalization of \( s \) and \( t \). It finishes the proof.

The algorithm I-Gen is also complete:

**Theorem 6 (Completeness)** Let \( t_1 \) and \( t_2 \) be two terms and \( G(t_1,t_2) \) be the regular tree grammar computed by I-Gen for them. Let \( r \) be an I-generalization of \( t_1 \) and \( t_2 \). Then there exists \( s \in L(G(t_1,t_2)) \) such that \( r \preceq s \).

**Proof.**

By structural induction on \( r \). We assume that \( t_1 \) and \( t_2 \) are in I-normal form and do not share variables. The latter is not a restriction since we can treat variables in \( t_1 \) and \( t_2 \) as constants. Note also that the simplification involved in the construction of \( G(t_1,t_2) \) by Minimize does not violate the claim of the theorem, since its effect is to remove a more general term from \( L(G(t_1,t_2)) \) while keeping less general ones there.

**Case 1.** \( r \) is a variable It implies that \( \text{head}(t_1) \neq \text{head}(t_2) \) and none of those heads are idempotent. We use \textbf{Solve} and get that \( L(G(t_1,t_2)) \) contains a variable, which proves this case.

**Case 2.** \( r \) is a constant let \( r \) be a. Then both \( t_1 \) and \( t_2 \) should be a and by Dec rule we obtain \( a \in L(G(t_1,t_2)) \).

**Case 3.** \( r = f(r_1,\ldots,r_n) \) and \( f \) is free Then \( t_1 \) and \( t_2 \) both have \( f \) as the head. Let \( t_1 = f(t'_1,\ldots,t'_n) \) and \( s_2 = f(t''_1,\ldots,t''_n) \). Then \( r_j \) is an I-generalization of \( t'_i \) and \( t''_i \). It might happen that for some \( 1 \leq j,k \leq n \), the terms \( r_j \) and \( r_k \) share some (terminal) variables, e.g., \( z \). It indicates that \( t'_i \) and \( t'_k \) have a common subterm \( l' \), and \( t''_j \) and \( t''_k \) have a common subterm \( l'' \).

The occurrence of \( l' \) in \( t'_j \) (resp. in \( t'_k \)) corresponds to the occurrence of \( l'' \) in \( t''_j \) (resp. in \( t''_k \)). These are those subterms that are generalized by the variable \( z \) shared between \( r_j \) and \( r_k \).

The original anti-unification problem between \( t_1 \) and \( t_2 \) can be transformed by the Dec rule, which gives rise to new anti-unification problems \( y_i : t'_i \equiv t''_i \), \( 1 \leq i \leq n \). If we assume that each \( y_i : t'_i \equiv t''_i \) is a new AUT and run I-Gen for each of them, we obtain \( G(t'_i,t''_i) \), \( 1 \leq i \leq n \).

By the induction hypothesis, there exists \( s_i \in L(G(t'_i,t''_i)) \) such that \( r_i \preceq s_i \). Hence, each \( G(t'_i,t''_i) \) contains a rule \( y_{gen_i} \rightarrow q_i \), such that \( y_{gen_i} \) is the axiom and \( s_i \) is obtained from \( q_i \), where \( q_i \) is either \( y_i \) or an instance of \( y_i \). Then \( s_j \) contains a subterm \( l'_j \) and \( s_k \) contains a subterm \( l''_k \), which are instances of \( z \). Since at this stage \( s_j \) and \( s_k \) are independent, those subterms are not necessarily the same, but each of them is a computed generalization of \( l' \) and \( l'' \). We can choose the computing derivations in such a way that \( l'_j \) and \( l''_k \) are obtained by exactly the same applications of the rules. This is possible because they generalize the same terms, and the derivations are guided by those terms. Therefore, if \( l'_j \) and \( l''_k \) are not the same, they would differ by the names of fresh (terminal) variables generated during the two derivations.

Now we need to put those separate derivations together to show that there exists the desired \( s \in L(G(t_1,t_2)) \). Essentially, the only required addition would be to consider the necessity of the Merge rule, which would make sure that the subterms such as \( l'_j \) and \( l''_k \) above are generalized in the same way. Then the grammar \( G(t_1,t_2) \) will contain a rule \( x_{gen} \rightarrow f(q_1,\ldots,q_n) \), where the \( q_i \)'s are as above with the difference that terms \( s_j \) and \( s_k \) they generate may have shared
(terminal) variables. Let $s_i, 1 \leq i \leq n$ be the instance of the corresponding $s_i$ under such variable-sharing if there exists one. Otherwise, $s_i = s_i$. Hence, for all terms in $L(G(t'_1, t''_1))$, and, in particular, for $s_i, 1 \leq i \leq n$, we have $s = f(s_1, \ldots, s_n) \in L(G(t_1, t_2))$. On the other hand, we have $r = f(r_1, \ldots, r_n) \leq_{f_{s,t}} f(s_1, \ldots, s_n)$, which finishes the proof of this case.

**Case 4. $r = f(r_1, r_2)$ and $f$ is idempotent**  Then we have the following subcases:

1. $t_1 = f(t'_1, t'_2), t_2 = f(t''_1, t''_2)$ and $r_i$ is an I-generalization of $t'_i$ and $t''_i, i = 1, 2$. In this case we use Id-Both 1 rule and proceed similarly to Case 3 above.

2. $t_1 = f(t'_1, t'_2)$ and $r_i$ is a generalization of $t'_i$ and $t_2, i = 1, 2$. Depending whether $head(t_2)$ is idempotent or not, we proceed either by Id-Left or Id-Both 1 and reason similarly to Case 3.

3. $t_2 = f(t''_1, t''_2)$ and $r_i$ is a generalization of $t_1$ and $t''_i, i = 1, 2$. Depending whether $head(t_1)$ is idempotent or not, we proceed either by Id-Right or Id-Both 2 and reason similarly to Case 3.

4. Both $r_1$ and $r_2$ are I-generalizations of $t_1$ and $t_2$. (It means that there exist substitutions $\sigma_1$ and $\sigma_2$ such that $r_1 \sigma_1 \approx_{I} r_2 \sigma_1 \approx_{I} t_1$ and $r_1 \sigma_2 \approx_{I} r_2 \sigma_2 \approx_{I} t_2$.) By the induction hypothesis, we have $s_1, s_2 \in L(G(t_1, t_2))$ such that $r_i \leq_{I} s_i, i = 1, 2$. By the construction of $G(t_1, t_2)$, if $s_1, s_2 \in G(t_1, t_2)$, then $f(s_1, s_2) \in G(t_1, t_2)$. Since $f(r_1, r_2) \leq_{I} f(s_1, s_2)$, this case is also proved.

Let $\sigma_{t_i}$ and $\sigma_{t_2}$ be substitutions obtained from STORE after $l$-Gen has been applied to $t_1$ and $t_2$:

$$\sigma_{t_i} := \{x \mapsto l \mid x : l \triangleq r \in \text{STORE for some } r\},$$

$$\sigma_{t_2} := \{x \mapsto r \mid x : l \triangleq r \in \text{STORE for some } l\}.$$

Then the following theorem holds:

**Theorem 7** $L(G(t_1, t_2)) \sigma_{t_i}$ is the I-equivalence class for the term $t_i, i = 1, 2$.

Proof.

By Theorem 5, every element $t \in L(G(t_1, t_2))$ is an I-generalization of $t_1$ and $t_2$. The only instantiable variables in $t$ are those which are the generalization variables in STORE, i.e., those in the domain of $\sigma_{t_i}$. By the Solve rule, if $x : l \triangleq r$ is in the store, $x$ generalizes an occurrence of $l$ in $t_1$ and an occurrence of $r$ in $t_2$. Then we get $t \sigma_{t_i} \approx_{I} t_i$, and, hence, $L(G(t_1, t_2)) \sigma_{t_i}$ is a subset of the I-equivalence class for $t_i, i = 1, 2$. The other inclusion follows from the Completeness Theorem (Theorem 6).

\[ \square \]

## 5 Idempotent Generalization is Infinitary

To show that idempotent generalization is infinitary, we prove that for any terms $s$ and $t$ the language $L(G(s, t))$ is a complete and minimal set of I-generalizations of $s$ and $t$ with respect to a given idempotent equational theory.

From Theorem 5 and Theorem 6, we know that $L(G(s, t))$ is a complete set of I-generalizations of $s$ and $t$. Hence, it remains only to show that $L(G(s, t))$ is minimal.

We assume that $L(G(s, t))$ is I-normalized (i.e., $nf_l(L(G(s, t)) = L(G(s, t)))$ and proceed as follows. First, we show that $L(G_b(s, t))$ is minimal (i.e., it does not contain distinct terms that are comparable by $\leq_{I}$). Next, to each term $r$ in $L(G(s, t))$ we associate a natural number $dra(r)$ which indicates the maximal number of applications of the duplicating rules (rules from $R \setminus R_b$) needed.
to construct \( r \), and define \( L_n(G(s,t)) = \{ r \mid r \in L(G(s,t)) \text{ and } \text{d}_{\text{rn}}(r) \leq n \} \). These are finite languages for all \( n \geq 0 \), and \( L_0(G(s,t)) = L(G_b(s,t)) \). Then we prove that for all \( n \geq 0 \), \( L_n(G(s,t)) \) is minimal. Since \( L_n(G(s,t)) \subseteq L_{n+1}(G(s,t)) \) for all \( n \geq 0 \) and \( \cup_{n=0}^{\infty} L_n(G(s,t)) = L(G(s,t)) \), it implies that \( L(G(s,t)) \) is minimal.

Minimality of \( L(G_b(s,t)) \) follows from the construction, since the Minimize function makes sure that no two terms generated by the same nonterminal are comparable with respect to \( \preceq_f \). Before presenting our proof of minimality of \( L(G(s,t)) \), we provide the following helpful lemma, which highlights an interesting property of idempotent function symbols: if instances of generalizations are not generalizations anymore, one can not make a generalization out of those instances again by putting them under an idempotent symbol. It is an essential observation. While our base grammar is minimal, our final grammar would not be such if two generalizations were transformable via substitution into another generalization when both are direct subterms of an idempotent function symbol. Lemma 2 shows that it is impossible.

**Lemma 2** Let \( s \triangleq t \) be an AUP over a signature \( \Sigma \) which may contain idempotent function symbols. Let \( t_1 \) and \( t_2 \) be \( \preceq_f \)-incomparable generalizations of \( s \triangleq t \) and \( \sigma \) be a substitution such that \( t_1\sigma \) and \( t_2\sigma \) are not generalizations of \( s \triangleq t \). Then for any idempotent function symbol \( f \in \Sigma \), the term \( f(t_1\sigma,t_2\sigma) \) is not a generalization of \( s \triangleq t \).

**Proof.**

We perform induction over the term depth of \( t_1 \) and \( t_2 \).

**Case:** \((BC_1)\) If \( \text{dep}(t_1) = \text{dep}(t_2) = 1 \), then one of the following must hold:

- They are the same constant, i.e. \( t_1 = t_2 \).
- They are both variables.
- One is a constant and the other one is a variable.

In each case the terms are not \( \preceq_f \)-incomparable and, thus, trivially satisfying the lemma.

**Case:** \((BC_2)\) Let us assume without loss of generality that the lemma holds when \( \text{dep}(t_1) = n \) and \( \text{dep}(t_2) = 1 \). We show that it holds when \( \text{dep}(t_1) = n + 1 \) and \( \text{dep}(t_2) = 1 \). Once again, the terms are not \( \preceq_f \)-incomparable and, thus, trivially satisfy the Lemma.

**Case:** \((IH_1)\) Let us assume that the lemma holds for \( \text{dep}(t_1) = n \) and \( \text{dep}(t_2) = m \) and show that it holds for \( \text{dep}(t_1) = n + 1 \) and \( \text{dep}(t_2) = m + 1 \).

**Case 1** Assume that \( t_1 = g(s_1, \ldots, s_k) \) and \( t_2 = g(r_1, \ldots, r_k) \) for a free function symbol \( g \). This implies that \( s = g(s_1', \ldots, s_k') \) and \( t = g(r_1', \ldots, r_k') \). Thus, for \( f(t_1\sigma,t_2\sigma) \) to be a generalization of \( s \) and \( t \), it is necessarily the case that \( t_1\sigma = t_2\sigma \), implying, without loss of generality, that \( f(t_1\sigma,t_2\sigma) = t_1\sigma \) and, thus, contradicting our assumption that \( t_1\sigma \) is not a generalization.

**Case 2** Assume that \( t_1 = g(s_1, s_2) \) and \( t_2 = g(r_1, r_2) \) where \( g \) is idempotent. This results in two distinct cases depending on \( s \) and \( t \).

**Case 2a** Let us further assume that \( s = g(s_1', s_2') \) and \( t = g(r_1', r_2') \). We assume that \( g(t_1\sigma,t_2\sigma) \) is a generalization of \( s \) and \( t \) and reach a contradiction. In order to show a contradiction, we consider the four possible ways \( t_1 \) and \( t_2 \) generalize \( s \triangleq t \), given in the assumption table.

**Assumption Table**
In this case, given that
Let us assume that
Assume without loss of generality that
We have covered all possible cases. Hence, the lemma is proved.
Hence, Lemma 2 showed that two generalizations cannot be transformable via substitution into another generalization when both are direct subterms of an idempotent function symbol. Lemma 3 and later Theorem 8 discuss the usage of this property for proving minimality.

In particular, Lemma 3 uses Lemma 2 to show that for any AUP $s \triangleq t$, any generalization in $L_{n+1}(G(s, t))$ is either incomparable to generalizations in $L_n(G(s, t))$ or it is I-equivalent to a generalization of $L_n(G(s, t))$. Thus, we can only introduce new generalizations when allowing an additional application of duplication, otherwise we produce I-equivalent generalizations. We can never produce a generalization which is less general than an existing one (in our construction).

Lemma 3 considers the case when a generalization $g$ is constructed from existing generalizations $g_1$ and $g_2$ in such a way that the newly constructed generalization $g$ is I-comparable to the generalization from which it was constructed, that is either $g_1 \prec_I g$ or $g_2 \prec_I g$ holds. The existence of such less general generalizations implies the existence of an infinite chain of strictly less generality among generalizations. If such a chain forms a complete subset of a set of lgs of some AUP, then idempotent generalization would be nullary rather than infinitary. The statement of Lemma 3 address this issue by considering the production of lgs from existing lgs. Under the conditions enforced by our grammar construction, neither of the above mentioned cases is possible, and thus, an infinite chain of strictly less generality cannot be produced. Note that it still does not imply non-nullarity, because it is just a refutation of a sufficient condition for it. But this property is used in the proof that a minimal complete set of I-generalizations always exits.

One additional note concerns the proof argument itself, which contains a not entirely trivial quadruple induction. The tree grammar structure provides easy access to the sub-AUPs generated during grammar construction. It is precisely these sub-AUPs which are the focus of our argument because changing the internal structure of a generalization may allow comparison with other generalizations. Our goal is to show that, by construction, sub-grammars of the given tree grammar do not allow infinite chains of less generality. In order to complete this argument we perform induction on the derivation length (within the sub-grammar), internal node complexity, leaf node complexity, and number of duplication rule applications.

**Lemma 3** Let $s \triangleq t$ be an AUP over a signature $\Sigma$ which may contain idempotent function symbols. Assume that there exists $n \in \mathbb{N}$ such that for all $1 \leq k \leq n$, the sets $L_k(G(s, t))$ are minimal. Let $w \in L_{n+1}(G(s, t)) \setminus L_n(G(s, t))$, $r \in L_n(G(s, t))$, and $p$ be a position in $r$ such that $w = r[f(t_1, t_2)]_p$ for $t_1, t_2 \in L_n(G(s, t))$. Then neither $t_1 \prec_I f(t_1, t_2)$ nor $t_2 \prec_I f(t_1, t_2).

**Proof.**

Without loss of generality, we can focus on proving $t_1 \not\prec_I f(t_1, t_2)$ and assume that $f$ is idempotent. The statement is trivial when $f$ is free. We consider two cases:

Case 1 Assume that for some position $p$ of $r$, we have $r|_p = t_1$ and $r \in L_n(G(s, t))$. This case implies that $t_1$ is constructed without the use of duplication rules of $R \setminus R_0$. Now let us consider $x \rightarrow \tilde{t}[\bar{x}] \in R_b$, where $\tilde{t}[\bar{x}]$ indicates that $\bar{x}$ is a list of the non-terminals occurring in $\tilde{t}$, such that $t_1 = \tilde{t}[\bar{x}]$. In particular, let us consider $\bar{x}$ to be empty. This means that $\text{Id-PreGen}$ did not use any of the $\text{Id-Both}$ rules when constructing $t_1$. Furthermore, as a final assumption, $t_1$ does not contain idempotent function symbols. Under these constraints $t_1$ is a syntactic part of the generalization and thus $t_1 \not\prec_I f(t_1, t_2)$ ($\text{BC}_1$).

Now assume that $t_1 \not\prec_I f(t_1, t_2)$ for $t_1$ containing at most $m$ idempotent function symbols. We refer to this induction hypothesis as ($\text{IH}_2$). We show that $t_1 \not\prec_I f(t_1, t_2)$ when $t_1$ contains at most $m + 1$ idempotent function symbols (induction step ($\text{IS}_2$)).

There are only two interesting cases to consider, when $t_1 = f(t_1', t_2')$ and when $t_1 = g(t_1', t_2')$ where $g$ is idempotent and $f \neq g$. The statement $t_1 \not\prec_I f(t_1, t_2)$ trivially holds when $\text{head}(t_1)$ is a free symbol. First, consider the case $t_1 = f(t_1', t_2')$. Let us now assume that there exists a substitution $\sigma$ such that $t_1\sigma \approx_I f(t_1, t_2)$, $t_1'\sigma \approx_I f(t_1, t_2)$ and $t_2'\sigma \approx_I f(t_1, t_2)$. Notice that the existence of such a $\sigma$ allows us to reformulate the statement we are proving as
Case 2 For some 0
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symbols than
Furthermore, we assume that none of the ˆ
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we assume that at least two rules of the form
of Case 1.
This is equivalent to the case when we reformulate the statement we are proving as t′ ̸≺I f(t1, t2). This proves the case when the list of non-terminals in x → ˆl[x] is empty and, thus, provides a second base case (BC2).

Now let us assume that the t1 ̸≺I f(t1, t2) holds when the longest derivation in the tree grammar starting from x → ˆl[x] is of length at most k. We refer to this induction hypothesis as (IH3). We show that the statement holds if the longest derivation has length at most k + 1. Now once again we have to consider the number of idempotent symbols, but this time the number of non-terminals occurring in ˆl[x] is non-zero.

Once again, let us consider the case when ˆl[x] does not contain idempotent function symbols. This implies that its construction is syntactic and we can go directly to the non-terminals ˆx and look at the rules containing them on the left hand side. Let x1 → ˆr1[ 2 ], where x1 ∈ ˆx, be such a rule. For each rule of this form we can add a new rule to the grammar x → ˆl(x1, ..., ˆr[ 3 ], ..., xw) where ˆr[ 3 ] replaces the proper non-terminal. Once this is done for all rules x1 → ˆr1[ 2 ], we remove x → ˆl[x] from the grammar. This reduces the path length but does not change the language of the grammar. Thus, by (IH3), the statement holds in this case and provides us with (BC3).

We now assume t1 ̸≺I f(t1, t2) when the number of idempotent symbols occurring in ˆl[x] is at most m (IH4) and show that it holds when the number of idempotent symbols occurring in ˆl[x] is at most m + 1. This is exactly the same as the proof of (BC2). This ends the proof of Case 1.

Case 2 For some 0 < m < n + 1 there exists p such that r|p = t1 and r ∈ Lm(G(s, t)). Let us assume that the grammar rules used to construct t1 are of the form x → g(x, x) where g is an idempotent function symbol, or are of the form x → ˆl[x] where ˆx is an empty set of non-terminals. The case when t1 is constructed from a single rule of the form ˆl[x] is equivalent to the construction without duplication rules, which is considered in Case 1 above. Thus, we assume that at least two rules of the form x → ˆl[x] are used for the construction of t1.

Furthermore, we assume that none of the ˆl[x] terms contain idempotent function symbols (BC4).

(BC4) By our assumptions so far, if p′ is a position of t1 such that t1|p′ = h(s1, ..., sk) for
k ≥ 1, where at least one si is a variable, then h must be a non-idempotent function symbol. If h were idempotent, then si ≲ s_{i(k+i) mod 2} and would have been removed during minimization of G(s, t). Note, this implies that for any subterm t′ of t1, if an immediate subterm of t′ is a variable, then head(t′) cannot be idempotent. Thus, the argument from (BC2) concerning non-idempotent symbols can be applied.

Let us assume that t1 ̸≺I f(t1, t2) holds when the rules of the form x → ˆl[x] used to construct t1 contain at most q idempotent function symbols (IH5). We show that the statement also holds when x → ˆl[x] contains at most q + 1 idempotent function symbols (IS5). We prove (IS5) using the same techniques as used to prove (IS2), except we need to add an additional distinction which differentiates between idempotent function symbols which occur as part of the rules x → ˆl[x] and those which occur as part of R \ R0, that is idempotent function symbols introduced by a duplication rule. Note that q + 1 concerns the former idempotent symbols addressed by (BC4) and (IH5). This requires the same argument used for (BC2).

Now we have to repeat the argument used in Case 1 concerning the longest derivation in the tree grammar ignoring the duplication rules of R \ R0. We are referring to the argument proving (BC3), and which also completes the proof of case 2.
Thus we have shown $t_1 \not\prec_I f(t_1, t_2)$.

\[ \square \]

Now that we have shown that the particular type of infinite chain discussed above cannot occur, we can address the minimality of each language $L_n(G(s, t))$, that is Theorem 8. These properties establish the following relationship between languages: any generalization which is in $L_{n+1}(G(s, t))$ but not in $L_n(G(s, t))$ must be incomparable to all generalizations of $L_n(G(s, t))$. Then the minimality result can easily be extended to the language $L(G(s, t))$ by taking the infinite union of the indexed languages (Theorem 9). It shows that idempotent generalization is not nullary, implying that it is infinitary.

**Theorem 8** Let $s \triangleq t$ be an AUT over a signature $\Sigma$ which may contain idempotent function symbols and $G(s, t)$ be the grammar computed by $\mathbf{I-Gen}$. Then for all $n \geq 0$, $L_n(G(s, t))$ is minimal.

**Proof.**

We consider the minimality of $L_0(G(s, t))$ as a base case ($\mathbf{BC}_1$). Let us assume as an induction hypothesis that the theorem holds for $L_n(G(s, t))$ and show that it holds for $L_{n+1}(G(s, t))$. We will refer to this induction hypothesis as ($\mathbf{IH}_1$) and the induction step as ($\mathbf{IS}_1$).

Since $L_n(G(s, t))$ is minimal by ($\mathbf{IH}_1$), we can split the proof of minimality of $L_{n+1}(G(s, t))$ into three cases. These cases, proving ($\mathbf{IS}_1$), are denoted by the following three propositions:

**P1** For all $s_1 \in L_{n+1}(G(s, t)) \setminus L_n(G(s, t))$ and $s_2 \in L_n(G(s, t))$, it is not the case that $s_2 \preceq_I s_1$.

**P2** For all $s_1 \in L_{n+1}(G(s, t)) \setminus L_n(G(s, t))$ and $s_2 \in L_n(G(s, t))$, it is not the case that $s_1 \preceq_I s_2$.

**P3** For all $s_1, s_2 \in L_{n+1}(G(s, t)) \setminus L_n(G(s, t))$, if $s_1 \neq s_2$, then $s_1 \not\preceq_I s_2$.

**Proving P1** In order to prove P1 we perform a second induction over the minimum $k \geq 0$ such that $s_2 \in L_k(G(s, t))$. The following assertions play a fundamental role in the majority of the cases outlined below:

(a) There exist positions $p$ in $s_1$ and $q$ in $s_2$ such that $s_1|_p = f(t_1, t_2)$ and $s_2|_q \sigma = f(t_1, t_2)$, where $t_1, t_2 \in L_n(G(s, t))$, and at least one of $t_1$ and $t_2$ is in the language $L_n(G(s, t)) \setminus L_{n-1}(G(s, t))$.

The existence of such positions is implied by the construction of $s_1$ from a term $t \in L_n(G(s, t)) \setminus L_{n-1}(G(s, t))$ by replacing the subterm at position $p$ in $t$ by $f(t_1, t_2)$.

(b) There exist positions $l_1$ in $s$ and $l_2$ in $t$ such that $f(t_1, t_2)$, $t_1$, and $t_2$ are generalizations of $s|_{l_1} \triangleq t|_{l_2}$. This is a consequence of grammar construction and the definition of our duplication rules.

Case: ($\mathbf{BC}_2$) We assume that $k = 0$ and, thus, $s_2 \in L_0(G(s, t))$. Even under this restriction we need to perform a third induction on the structure of $s_2|_q$.

Case: ($\mathbf{BC}_3$) We assume $s_2|_q = x$ where $x$ is a variable. A consequence of this assumption is $s_2 \{x \mapsto f(t_1, t_2)\} = s_1$. By assertion (a), $s_1 = t[f(t_1, t_2)]_p$ and $t[t_1]_p, t[t_2]_p \in L_n(G(s, t))$. This implies that either $s_2 \{x \mapsto t_1\} = t[t_1]_p$, or $s_2 \{x \mapsto t_2\} = t[t_2]_p$, contradicting the minimality of $L_n(G(s, t))$ assumed by ($\mathbf{IH}_1$). Therefore, $s_2|_q$ can be neither a variable nor a term of depth 1.

Case: ($\mathbf{IH}_3$) We assume that $s_2|_q$ cannot be a term of depth $n$ and show that it cannot be a term of depth $n + 1$ ($\mathbf{IS}_3$). By construction, $s_2|_q \neq g(w_1, \ldots, w_s)$ for a free function symbol $g$. Therefore, we only consider the following cases in order to prove ($\mathbf{IS}_3$):
Case 1 (IS₂) Let \( s_2|q = f(r_1, r_2) \). This implies that \( r_1 \sigma = f(t_1, t_2) \) and \( r_2 \sigma = f(t_1, t_2) \), or, alternatively, \( r_1 \sigma = t_1 \) and \( r_2 \sigma = t_2 \). In the former case \( s_2|q \) can be replaced by either \( r_1 \) or \( r_2 \), but it would contradict (IH₂). In the latter case, \( r_1 \) and \( r_2 \) must also be solutions to \( s|t_1 \models t|l_2 \), but this would imply that \( L_n(G(s|t_1, t|l_2)) \) is not minimal, which contradicts (IH₁).

Case 2 (IS₂) Let \( s_2|q = g(r_1, r_2) \) for \( g \neq f \). This implies that \( r_1 \sigma = f(t_1, t_2) \) and \( r_2 \sigma = f(t_1, t_2) \). In this case \( s_2|q \) can be replaced by either \( r_1 \) or \( r_2 \) and, by (IH₂), the statement holds.

Case: (IH₂) We assume for \( s_2 \in L_k(G(s, t)) \setminus L_{k-1}(G(s, t)) \) with \( 0 < k < n \) that no position in \( s_2 \) can result in \( f(t_1, t_2) \) after applying \( \sigma \) to \( s_2 \). We show that the same holds for \( k = n \) (IS₂). It must be the case that \( s_2|q = f(r_1, r_2) \) for an idempotent function symbol \( f \) and \( r_1, r_2 \in L_{n-1}(G(s, t)) \), such that at least one of \( r_1, r_2 \) is in \( L_n(G(s, t)) \setminus L_{n-1}(G(s, t)) \). If the latter condition is not fulfilled, the case is covered by (IH₂). Thus, as before, we get \( r_1 \sigma = f(t_1, t_2) \) and \( r_2 \sigma = f(t_1, t_2) \), or, alternatively, \( r_1 \sigma = t_1 \) and \( r_2 \sigma = t_2 \). The former is an instance of (IH₂) which can be handled in a similar fashion as (IS₁) and the latter contradicts (IH₁). Thus, we have proven (IS₂).

The only case we have not considered is \( t_1 \prec_I f(t_1, t_2) \) or \( t_2 \prec_I f(t_1, t_2) \). However, this is not possible by Lemma 3.

**Proving P₂** Let us consider a position \( p \) in \( s_1 \) such that \( s_1|p = f(t_1, t_2) \), where \( f \) is idempotent and either \( \text{dra}(t_1) = n \) and/or \( \text{dra}(t_2) = n \). Without loss of generality, we assume \( \text{dra}(t_1) = n \). Furthermore, let \( \sigma \) be the substitution such that \( s_1 \sigma = s_2 \). Let us now consider positions \( l_1 \) in \( s \) and \( l_2 \) in \( t \) such that \( f(t_1, t_2) \), \( t_1 \), and \( t_2 \) are generalizations of \( s|l_1 \models t|l_2 \). We now consider the sub-grammar of \( G(s, t) \), namely \( G(s|l_1, t|l_2) \). If \( t_1 \sigma \) and/or \( t_2 \sigma \) are generalizations of \( s|l_1 \models t|l_2 \), then we contradict the minimality of \( L_n(G(s|l_1, t|l_2)) \). Otherwise, if neither is a generalization of \( s|l_1 \models t|l_2 \), then \( f(t_1 \sigma, t_2 \sigma) \) cannot be a generalization of the AUP implied by the subgrammar by Lemma 2.

**Proving P₃** Let \( s_1 = f(r_1, r_2) \) and assume by contradiction that \( s_1 \not\prec_I s_2 \). Let \( \sigma \) be a substitution such that \( f(r_1 \sigma, r_2 \sigma) \approx_I s_2 \). We proceed by case distinction on \( s_2 \).

Case 1 \( s_2 \) has the form \( f(t_1, t_2) \). Then we have two subcases:

- Subcase 1. \( r_1 \sigma \approx_I t_1, i = 1, 2 \). But it contradicts the minimality of \( L_n(G(s, t)) \), because \( r_1, r_2, t_1, t_2 \in L_n(G(s, t)) \).
- Subcase 2. \( r_1 \sigma = r_2 \sigma \approx_I f(t_1, t_2) = s_2 \). But since \( r_1, r_2 \in L_n(G(s, t)) \), \( s_2 \in L_{n+1}(G(s, t)) \setminus L_n(G(s, t)) \), we get a contradiction with the already proved P₁.

Case 2 \( s_2 \) has the form \( g(t_1, t_2) \), \( g \neq f \). The only possibility is \( r_1 \sigma = r_2 \sigma \approx_I g(t_1, t_2) \), and the argument is like in Subcase 2 above.

It proves P₃.

**Theorem 9** \( L(G(s, t)) \) is a minimal complete set of I-generalizations of \( s \) and \( t \).

Proof.

From Theorem 8 and the fact that \( L_n(G(s, t)) \subseteq L_{n+1}(G(s, t)) \) for all \( n \geq 0 \), we get that \( \bigcup_{n=0}^{\infty} L_n(G(s, t)) \) is minimal. But the latter set is exactly \( L(G(s, t)) \). (If we assume that \( L(G(s, t)) \) is I-normalized, then \( L(G(s, t)) = n_{f_I}(\bigcup_{n=0}^{\infty} L_n(G(s, t))) \), but \( n_{f_I}(\bigcup_{n=0}^{\infty} L_n(G(s, t))) \) is minimal iff \( \bigcup_{n=0}^{\infty} L_n(G(s, t)) \) is minimal). Completeness of \( L(G(s, t)) \) was shown in Theorem 6.
Corollary 1  Idempotent generalization is infinitary.

Proof.

Theorem 9 says that the minimal complete set of idempotent generalizations of two terms always exists. The example in Section 3 shows that it is infinitary.

6  Conclusion

The main contributions of this paper are twofold: first, we show that anti-unification with a single idempotent function symbol is at least infinitary. It was known from [33] that the same holds for anti-unification with two idempotent symbols. Therefore, our result has a practical implication: if it were not true (i.e., if anti-unification with a single idempotent symbol were unitary or finitary), one could not hope to get a general combination method for anti-unification in disjoint theories, because finitary algorithms cannot be combined into an infinitary procedure. Now, when this potential obstacle is removed (at least for the idempotent case), it makes sense to look into the details of the combination of anti-unification algorithms, and it is a part of our future work.

The second contribution is the algorithm for solving idempotent anti-unification problems. Although the solution sets of those problems might be infinite, it turns out that they form regular tree languages, and our algorithm computes their finite representation in the form of regular tree grammars. It should be remarked that the languages generated by those grammars are not only complete, but also minimal sets of generalizations. The algorithm does not depend on the number of different idempotent symbols in the theory. This result implies that idempotent anti-unification is infinitary for any number of idempotent function symbols.
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