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A Library of Anti-Unification Algorithms∗

Alexander Baumgartner and Temur Kutsia

RISC, Johannes Kepler University, Linz, Austria

Abstract

Generalization problems arise in many areas of software science: code clone detection, program
reuse, partial evaluation, program synthesis, invariant generation, etc. Anti-unification is a technique
used often to solve generalization problems. In this paper we describe an open-source library of some
newly developed anti-unification algorithms in various theories: for first- and second-order unranked
terms, higher-order patterns, and nominal terms.

1 Introduction

Given two terms $t_1$ and $t_2$. The anti-unification problem is concerned with finding a generalization term
$t$ such that both, $t_1$ and $t_2$ are instances of $t$ under some substitution. Interesting generalizations are
the least general ones. In software science such problems arise, for instance, in software code clone
detection [6, 10], program verification [11], program synthesis [13], partial evaluation [1, 8], invariant
generation [6], etc.

The open-source library described in this paper implements anti-unification for unranked terms,
higher-order patterns, and nominal terms. Generalization problems in these theories may arise, for
instance, in proof generalization or analogical reasoning in higher-order or nominal logic, in learning
or refactoring $\lambda$-Prolog and $\alpha$-Prolog programs, in detection of similarities in XML documents or in
pieces of software code, just to name a few. Therefore, the algorithms provided by the library can be a
valuable ingredient for tools that need to solve such generalization problems.

To be more specific, the library contains implementations of
• first-order rigid unranked anti-unification from [9],
• second-order unranked anti-unification from [3],
• higher-order anti-unification from [4] (and its subalgorithm for deciding $\alpha$-equivalence),
• nominal anti-unification from [5] (and its subalgorithm for deciding equivariance).

It consists of four Java libraries for four anti-unification algorithms (urau.jar, urauc.jar, hoau.jar
and nau.jar), which have the same structure. There is one main package which starts with the name
at.jku.risc.stout, followed by a short abbreviation for the implemented algorithm (e.g. urau,
urauj, hoau or nau). It contains three subpackages, namely algo, data and util.

The package algo contains the algorithmic part, for instance a Java class named AntiUnify which
serves as entry point of the respective anti-unification algorithm. Java classes which represent a specific
data structure like a term or an equation system are located in the data package. This package also offers
a default implementation of an input parser, named InputParser. The util package holds some utility
classes like DataStructureFactory which is used by the library to instantiate common structures
(e.g., lists, queues, maps, sets). The user of the library is free to choose an arbitrary implementation of
those data structures.

Each of the implemented algorithms has a separate Web page with a convenient Web interface to try
it online. There are also the link to the paper where the algorithm is described, a brief explanation of
the syntax, and some examples. Besides using the Web interface, the user may try also a shell version

∗A full version of this system description [2] appeared in the proceedings of the 14th European Conference on Logics in
Artificial Intelligence (JELIA 2014). This short paper is a summary of the original work.
of each algorithm, or download the sources, or embed the algorithm in her/his own project. A sample code of the latter option is also available from the Web.

In this paper, for each algorithm mentioned above we define the problem it solves, give a simple example, and explain how it can be embedded in users projects.

2 Unranked First-Order Anti-Unification

The problem of unranked anti-unification is formulated for terms defined over unranked alphabet. Hedge variables are used to fill in gaps in generalizations, while term variables abstract single subterms with different top function symbols. Unranked anti-unification is finitary, but it turned out that a minimal and complete algorithm may compute up to \( 3^n \) generalizations, where \( n \) is the input size. Therefore, the notion of \( \mathcal{R}_T \)-generalization has been introduced in [9].

**Definitions.** Given pairwise disjoint countable sets of unranked function symbols \( \mathcal{F} \) (symbols without fixed arity), term variables \( \mathcal{V}_T \), and hedge variables \( \mathcal{V}_H \), the following grammars define terms \( t := x | f(s), \) elements \( s := t | X, \) and hedges \( \hat{s} := s_1, \ldots, s_n \), where \( x \in \mathcal{V}_T, f \in \mathcal{F}, X \in \mathcal{V}_H \), and \( n \geq 0 \).

Given two hedges \( \hat{s} \) and \( \hat{q} \), an alignment is a sequence of the form \( f_1(j_1) \cdots f_m(j_m) \) such that \( I_1 < \cdots < I_m, J_1 < \cdots < J_m, \) and \( f_k \) is the symbol at position \( I_k \) in \( \hat{s} \) and at position \( J_k \) in \( \hat{q} \) for all \( 1 \leq k \leq m \). With \( < \) we denote the (strict) lexicographic ordering on positions.

A rigidity function \( \mathcal{R} \) is a function that returns a set of alignments for two hedges with all the positions in the alignments being singleton integers (allowing only top symbols). Typical examples of rigidity functions are those which return longest common subsequences or longest common substrings of the top symbols of the input hedges.

The implemented anti-unification algorithm solves the following problem:

**Given:** Two variable-disjoint hedges \( \hat{s} \) and \( \hat{q} \) and the rigidity function \( \mathcal{R} \).

**Find:** A complete set of \( \mathcal{R}_T \)-generalizations for \( \hat{s}, \hat{q} \) and \( \mathcal{R} \).

For instance, \( \{(g(a,a),X,f(g(a),g(Y))), (X,g(x,x),f(g(a),g(Z)))\} \) is the minimal complete set of \( \mathcal{R}_T \)-generalization, of the hedges \( (g(a,a), g(b,b), f(g(a),g(a))) \) and \( (g(a,a), f(g(a),g)) \), where \( \mathcal{R} \) computes longest common subsequences.

**How to use.** We assume that there are two data sources in1 and in2 available in form of Reader instances, each of them containing one of the hedges to be generalized. Moreover, the variable eqSys is of appropriate type. We explain the usage of the library on a code fragment:

```java
1  RigidifyFnc rFnc = new RigidifyFncSubsequence();
2  eqSys = new EquationSystem<AntiUnifyProblem>();
3  public AntiUnifyProblem newEquation() {
4      return new AntiUnifyProblem();
5  }
6  new InputParser<>(eqSys).parseHedgeEquation(in1, in2);
7  new AntiUnify(rFnc, eqSys, DebugLevel.SILENT) {
8      public void callback(AntiUnifySystem res, Variable var) {
9          System.out.println(res.getSigma().get(var));
10      };
11  }.antiUnify(true, null);
```

There are two rigidity functions available from the library. The one which is used in the first line of the code fragment computes longest common subsequence alignments. The other one is called RigidifyFncSubsequence and computes longest common substring alignments. It is easy to implement a different rigidity function. One simply has to extend the base class RigidifyFnc which is provided by the library.
The lines 2 to 5 show the instantiation of an equation system which is of type \texttt{AntiUnifyProblem}. It is used in line 6 to instantiate a parser instance. In the same line, the input sources are used to create one equation of two hedges, which is added to \texttt{eqSys}. One could add more equations to the system by just calling the method \texttt{parseHedgeEquation(in3, in4)} again.

After specifying the rigidity function and parsing the equation system, the main algorithm \texttt{AntiUnify} is invoked using this data (line 7). For production use we want to silently compute all the generalizations and process them by a callback function, which is defined in the lines 8 to 10. The callback function, which is invoked for each generalization, provides two arguments for the implementation. The first one is of type \texttt{AntiUnifySystem} and contains all the data which has been collected during the run: The substitution \texttt{getSigma}, the store \texttt{getStore} and some additional information. The second argument is the generalization variable. Line 9 prints the computed generalization, which is the value associated with the variable in the substitution.

During the anti-unification process, fresh variables are introduced. They are named by a sequence number which is put between a prefix and a suffix. The counter for generating the number sequence can be reset by calling the function \texttt{NodeFactory.resetCounter}. The prefix and suffix for fresh variables can also be specified by static variables of the class \texttt{NodeFactory}.


3 Unranked Second-Order Anti-Unification

The language used in section 2 does not permit higher-order variables. This imposes a natural restriction on solutions: The computed legs do not reflect similarities between input hedges, which are located under distinct heads or at different depths. For instance, \( f(a,b) \) and \( g(h(a,b)) \) are generalized by a single variable, although both terms contain \( a \) and \( b \) and a more natural generalization could be, e.g., \( \tilde{X}(a,b) \), where \( \tilde{X} \) is a higher-order variable. In applications, it is often desirable to detect these similarities. Therefore, in [3], an anti-unification algorithm has been developed where second-order power is gained by using context variables.

\textbf{Definitions.} Given pairwise disjoint countable sets of unranked function symbols \( \mathcal{F} \), hedge variables \( \mathcal{V}_f \), unranked context variables \( \mathcal{V}_c \), and a special symbol \( \text{¢} \) (the hole), the following grammars define \textit{terms} \( t := X | f(s) | \tilde{X}(\tilde{s}) \), \textit{hedges} \( \tilde{s} := t_1, \ldots, t_n \), and \textit{contexts} \( \tilde{c} := \text{¢}, \tilde{s}_1, f(\tilde{c}), \tilde{s}_2, \tilde{s}_1, \tilde{X}(\tilde{c}), \tilde{s}_2 \), where \( X \in \mathcal{V}_f, f \in \mathcal{F}, \tilde{X} \in \mathcal{V}_c \), and \( n \geq 0 \).

We only give an informal definition of \textit{admissible alignments}: An alignment \( a \) of two hedges \( \tilde{s} \) and \( \tilde{q} \) is called \textit{admissible} iff there exists a generalization \( \tilde{g} \) of \( \tilde{s} \) and \( \tilde{q} \) which contains all the corresponding symbols from \( a \). We call \( \tilde{g} \) a \textit{supporting generalization} of \( \tilde{s} \) and \( \tilde{q} \) with respect to \( a \).

Least general supporting generalizations might not be unique. For instance, for \((a,b,a)\) and \((b,c)\) with the admissible alignment \( b(2,1) \), we have two supporting least general generalizations \((X,b,X,Y)\) and \((X,b,Y,X)\). Therefore, we are interested in a special class of supporting generalizations, which we call \( \mathcal{R}_C \)-generalizations. It guarantees uniqueness of the result.

The implemented anti-unification algorithm has \( O(n^2) \) time complexity and \( O(n) \) space complexity, where \( n \) is the size of the input. It solves the following problem:

\textbf{Given:} Two variable-disjoint hedges \( \tilde{s} \) and \( \tilde{q} \) and their admissible alignment \( a \).

\textbf{Find:} A least general \( \mathcal{R}_C \)-generalization of \( \tilde{s} \) and \( \tilde{q} \) with respect to \( a \).

For instance, \( \tilde{X}(a,b) \) is an \( \mathcal{R}_C \)-generalization of \( f(g(a,b,c)) \) and \( (a,b) \) with respect to \( a(1,1,1,1) \) \( b(1,1,2,2) \), while \( \tilde{X}(a,b) \) and \( \tilde{X}(\tilde{Y}(a,b)) \) are not.
A Library of Anti-Unification Algorithms

How to use. The usage of this algorithm is very similar to the one we explained in section 2. Instead of a rigidity function there is an alignment computation function. The library offers two such functions: The first one, called `AlignFncLAA`, computes longest admissible alignments.

The other one is `AlignFncInput` and can be used to specify a certain admissible alignment. The admissibility test for this alignment has to be done in advance. Therefore the `Alignment` class offers a method `isAdmissible` which returns `true` iff an alignment is admissible. Alignment computation functions have the common base class `AlignFnc`. This base class can be used to implement other alignment computation functions.


4 Higher-Order Pattern Anti-Unification

The higher-order anti-unification algorithm described in [4] works on simply typed $\lambda$-terms: It takes as input two such terms of the same type, in $\eta$-long $\beta$-normal form, and returns their least general pattern generalization. Patterns here mean higher-order patterns à la Miller [12]. (Note that it is not required the input to be patterns.) Such a generalization always exists, is unique modulo $\alpha$-equivalence and variable renaming, and can be computed in cubic time within linear space with respect to the size of the input, see [4].

Definitions. Simple types are constructed from basic types $\delta$ with the help of the type constructor $\rightarrow$ by the grammar $\tau := \delta \mid \tau \rightarrow \tau$. Variables and constants have an assigned type. Then $\lambda$-terms $t$ are built using the grammar: $t := x \mid c \mid \lambda x.t \mid (t_1 t_2)$, where $x$ is a typed variable and $c$ is a typed constant. Terms like $(\ldots(h_{t_1})\ldots t_m)$, where $h$ is a constant or a variable, are written as $h(t_1,\ldots,t_m)$.

A higher-order pattern (HOP) is a $\lambda$-term, in which, when written in $\eta$-long $\beta$-normal form, all free variables apply to pairwise distinct bound variables.

Given two variable-disjoint $\lambda$-terms $t_1$ and $t_2$, we say that a $\lambda$-term $t$ that generalizes both $t_1$ and $t_2$ is their higher-order pattern generalization, if $t$ is an HOP.

The HOP anti-unification (HOPAU) algorithm solves the following problem:

Given: Higher-order terms $t_1$ and $t_2$ of the same type in $\eta$-long $\beta$-normal form.

Find: A least general higher-order pattern generalization of $t_1$ and $t_2$.

For instance, if $t_1 = \lambda x.y.f(h(x,x,y), h(x,y,y))$ and $t_2 = \lambda x.y.f(g(x,x,y), g(x,y,y))$, then the term $t = \lambda x.y.f(X(x,y), Y(x,y))$ is a higher-order pattern lgg of $t_1$ and $t_2$.

How to use. The usage of this algorithm is even easier to the one we explained in section 2, because there is no need to define a rigidity function. Otherwise it is very similar.


5 Nominal Anti-Unification

Nominal techniques [7] have been introduced to formally represent and study systems with binding. The nominal anti-unification (NAU) algorithm developed in [5] takes as input two terms-in-contexts (pairs of a freshness constraint and a nominal term) and tries to compute a generalization term-in-context. Under the assumption that the set of atoms permitted in generalizations is finite, there is a unique lgg modulo variable renaming and $\alpha$-equivalence. The algorithm has $O(n^4)$ time complexity and $O(n^2)$ space complexity, where $n$ is the input size.
Definitions. Nominal terms contain variables \((X,Y,\ldots)\), atoms \((a,b,\ldots)\) and function symbols \((f,g,\ldots)\). Variables can be instantiated and atoms can be bound. A swapping \((ab)\) is a pair of atoms of the same sort. A permutation \(\pi\) is a sequence of swappings. It can apply to terms and cause swapping the names of atoms. Nominal terms \(t\) are given by the following grammar, where \(\alpha t\) is abstraction and \(\pi\cdot X\) is called suspension: \(t := f(t_1,\ldots,t_n) \mid a \mid \alpha t \mid \pi\cdot X\). A suspension \(\pi\cdot X\) postpones the application of a permutation \(\pi\) to \(X\) until \(X\) is instantiated. Substitution application allows atom capture, for instance, \(a\cdot X\{X \mapsto a\} = a\cdot a\).

A freshness context \(\nabla\) is a finite set of pairs of the form \(a\#X\) stating that the instantiation of \(X\) cannot contain free occurrences of \(a\). A term-in-context is a pair \((\nabla, t)\) of a freshness context \(\nabla\) and a term \(t\). A term-in-context \((\nabla, t)\) is based on a set of atoms \(A\), if all the atoms which occur in \(t\) and \(\nabla\) are elements of \(A\).

The NAU algorithm solves the following problem:

**Given:** Two nominal terms \(t_1\) and \(t_2\) of the same sort, a freshness context \(\nabla\), and a finite set of atoms \(A\) such that \((\nabla, t_1)\) and \((\nabla, t_2)\) are based on \(A\).

**Find:** A term-in-context \((\Gamma, t)\) which is also based on \(A\), such that \((\Gamma, t)\) is a least general generalization of \((\nabla, t_1)\) and \((\nabla, t_2)\).

For instance, for \(t_1 = f(b,a)\), \(t_2 = f(X,(ab)\cdot X)\), \(\nabla = \{b\#X\}\), and \(A = \{a,b\}\), the NAU algorithm computes the lgg of \((\nabla, t_1)\) and \((\nabla, t_2)\), which is \((\emptyset, f(Y,(ab)\cdot Y))\).

**How to use.** To explain the library usage on a code example, we again assume the existence of two Reader instances \(in1\) and \(in2\) which contain the nominal terms to be generalized. Furthermore, we assume that there is a Reader instance \(inA\) for reading a set of atoms (e.g. \(\{c,d,\ldots\}\)) and \(inN\) for the freshness context (e.g. \(\{a\#X,b\#Y,\ldots\}\)).

```java
1 final NodeFactory factory = new NodeFactory();
2 eqSys = new EquationSystem<AntiUnifyProblem>();
3  public AntiUnifyProblem newEquation(NominalTerm t, NominalTerm s) {
4    return new AntiUnifyProblem(t, s, factory);
5  };
6 FreshnessCtx nablaIn = new InputParser(factory);
7 .parseEquationAndCtx(in1, in2, inA, inN, eqSys);
8 new AntiUnify(eqSys, nablaIn, DebugLevel.SILENT, factory) {
9  public void callback(AntiUnifySystem res, Variable var) {
10    System.out.println(res.getSigma().get(var));
11    System.out.println(res.getNablaGen());
12  } }.antiUnify(false, null);
```

In contrast to the other libraries, an instance of NodeFactory is needed, which we create in line 1. The lines 2 to 5 demonstrate the creation of an equation system.

All the input sources are parsed in line 7. The new equation is added to eqSys and the parsed freshness context is returned. Moreover, the factory instance remembers all the parsed atoms regardless of the input source they come from. More equations may be added to eqSys by calling the method `parseEquation(in3, in4, eqSys)` from InputParser.

Line 11 shows that, additionally to the substitution and store, the generated freshness context is provided by the instance `res` of the class AntiUnifySystem.
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Abstract

While the transformative power of cloud computing in terms of cost scalability and agility is widely known, one of the first questions that arises is how the data hosted in the cloud is accessed, stored and used? In this context, privacy preserving is a key user concern when judging the adoption of clouds in domains where sensitive personal information are highly involved. Indeed, as far as cloud providers are concerned, they should ensure the privacy protection of data hosted in clouds on behalf of their customers. Equally, they should satisfy the needs of law enforcement. It is a fact that access control is one of the essential and traditional security mechanisms of data protection. However, in the context of open and dynamic environments such as clouds, access control becomes more complicated. This is because the security policies, models and related mechanisms have to be defined across heterogeneous security domains. Thus, improving the current access control paradigms is crucial in order to ensure privacy compliance in distributed environments. In this paper, we aim to produce a self-disciplined access control framework for public clouds. We believe that a formal knowledge representation of access control policies, in particular, when these policies are able to integrate data protection requirements, could enforce privacy compliance at runtime. Indeed, we mainly focus on ontologies, as formalized conceptual models for access rules expression that conducts a private and secure reasoning. It could resolve issues like ambiguity in the expression of privacy legislation. The issue of the interoperability between various jurisdictions, denoted by the geographical area of the different cloud actors, could also be addressed in a formal manner.

1 Introduction: Privacy and Access Control standards

Cloud providers should ensure the privacy protection of data hosted in the cloud on behalf of customers (Pearson, 2013) and they should satisfy the needs of law enforcement (Vimercati, 2010). For a large distributed system like a cloud system, access decision needs to be more flexible and scalable (Khan, 2012). The problems that need to be considered are principally two: first, the definition of privacy integrating access control policies. This requires considering highly expressive specification languages and solutions for combining data protection requirements. Second, some information may not be under the control of a single authority (Yang, 2013). These multi-authorities’ scenarios should be supported from the administration point of view providing solutions for modular, large-scale, scalable policy composition and interaction (Damiani, 2005). A lot of work has been done in the area of security policy languages. Many of these approaches have mainly captured the access control aspect of privacy compliance. Since we are in particular looking for formal representation and design, we choose to study some of XML based privacy access control policy languages: P3P (P3P, 2007), EPAL (Powers, 2004) and XACML (XACML, 2013). These privacy policy languages (P3P, EPAL and XACML) are formal languages that are specifically designed to facilitate the expression of privacy policies, practices and requirements. These languages have various advantages:

- A potential for automatic policy enforcement of data access, use and storage limitation requirements.
• A standardization level for automatic policy evaluation, something which is not possible with expressing policies in human language

But in a context of open dynamic heterogeneous environment (in public cloud: heterogeneous data center resources are shared by a vast number of users with diverse privacy obligations) these languages must be improved by:

• Explicitly mapping access control requirements (cloud users conditions and cloud providers rules) with privacy requirements (owner preferences and laws obligations).

• Examining according to regulations data lifecycle: from access, use to deletion.

• Explicitly incorporating references to the legislation, while expressing access control policies. In our scope, we mean by the reference to legislation: the original text-law, the entity (country or state or united states) proposing this law and the legal strength of such law. The text law expresses the law articles used for an access control policy. These legal articles belongs to different type of legislations (national or international, acts of parliament or orders, ...) that have different power and priority which we refer to as "legal strength".

2 Requirements for a Legislation Driven Framework

With the emergence of cloud systems and due to their economic benefits, many organisations become more interested in using them. These organisations usually act as either a direct user of the cloud system or as both a user and a participant at the same time. When participating as a cloud member, an organisation needs to share some resources with other members which could be either a web service or a collection of data. The access to the shared resource will be, primarily managed by the cloud access control unit and would be a consequence of evaluating some security policies. However in many cases the cloud members would like to have some autonomy with regards to controlling their shared resources. It is therefore required that the cloud system could consult the service or data provider and allow them to provide additional policies applicable to the usage of their resources. The provided policies will have to be combined with another set of clouds standard policies identified by the cloud access control unit. Besides, with growing pressure of the need to meet privacy regulations (Pearson, 2013)(Khan, 2012). These policies must ensure for not only for access and usage of the data but also for compliance with privacy and other regulations in question. In summary, three policy categories should be examined: provider’s policies, user’s policies and legal policies. For example, the patient’s data flow in a cloud computing solution is a typical case (figure 1). Let's now have a look at this scenario: A patient takes some medical tests to help diagnosing medical problem. When completed the tests results will be hosted in a cloud solution. The patient prefers to stay anonymous and not sharing the result of their tests with any person (a data owner policy example). The cloud provider standard policies permit the collecting of medical information for specific research purposes (a cloud provider policy example). The Doctor could ask to share results with other doctor to get more advice (an example of data processing/access control request). In some territories’ legislation, a personal data processing (collecting or sharing) should get the consent of the data owner (An example of legislative policy), and other legislation force data sharing in some cases of national threat (like contagious disease).... Over the previous scenarios we describe how many policy categories could be involved in a same cloud computing scenarios.

Hence, in the previous cloud scenarios we have to deal with the problem of integrating heterogeneous policies. The differences between clouds standard policies, service providers policies and legislative policies could be identified on many grounds. This could include syntactic differences, semantic differences (either linguistic or conceptual) or the priority of policy evaluation at runtime.
Figure 1: Medical Data Flow in cloud computing solution.

For syntactic differences: Improvement and extension of standard access control model and languages is a required solution. XACML is our target language since it was approved as an OASIS Standard and seems appropriate for future research and standards efforts related to privacy policy languages (Anderson, 2005). Hence, we choose to extend XACML with privacy requirements in addition to possible delegation of access control definition and evaluation. Personal data protection rules defined by law (Pearson, 2013) should be taken into consideration.

For semantic differences: we look to enforce access control policies which we have specified through some added semantics provided by the power of ontology languages and tools. We believe it would promote common understanding among participants and would ensure greater interoperability between cloud security domains.

For priority evaluation: During policies evaluation, the case of conflicts between different applicable policies is a likely case. In this stage, we believe that the reference to legislative priority (text-law, act, etc..) should in some parts drive the decision making. For example in the UK common law has higher priority of enforcement compared with other primary law (e.g. medical, data protection law).

3 Overview of the Framework

The generalized policy management architecture (figure 2), suggested by the IETF (Internet Engineering Task Force) policy architecture draft [IETF Policy Framework Working Group 2003] is being used by commercial vendors as the basis of designing policy architectures. It includes a policy management service, a dedicated policy repository, at least one policy decision point (PDP) and at least one policy enforcement point (PEP). The PDP embodies the decision-making functionality of policy-based management. There are one or more such policy servers in a control domain, with each server configured to support policy management for some defined group of policy clients or PEPs in the domain.

We propose to improve the previous architecture by adding a "privacy protection point" (figure3). This point will ensure the compliance to privacy requirements dictated by the provider and the user. It will also ensure compliance with legislation requirements.

In order to achieve our goal, we will proceed -as described in figure 4- in the following steps steps:

1. Analyse access control meta-models requirements and concepts related to open and dynamic environments. Here, we will focus on some existing access control models including attribute based access control (Priebe, 2006), Contextual access control (Covington, 2006) and Usage oriented
access control (Park, 2007). We will also analyse models that have proposed a privacy profile. The Purpose access control model (Byun, 2005) is a good example. As first preliminary analysis, these models don’t refer to legislation issues and doesn’t deal with possible delegation of access control between users. So a new access model that is legislation based should be proposed.

2. Analyse legislation requirements for privacy protection in order to clarify the ambiguity of the reference text law behind it. (Pearsan, 2013).

3. Define a formal conceptual legislation driven model by proposing an ontology for fine-grained access control requirements. This ontology would be extended by adding privacy and data protection obligations extracted from legislation. At a later stage this semantic formal ontology will be a base for an inference system.

In our scope, the privacy protection point described previously in (figure 3) is the same Inference engine produced in (figure 4). This reasoning engine will help in making a self-disciplined access decision in distributed heterogeneous environments; It will enforce the “policy decision point” in order to verify if an access decision is legitimate. And in the case of jurisdictional conflicts between countries, it could be a good guide in order to decide which policy to apply. As a solution, we propose the use
of references to text law and its legal strength as parameters to be formally presented while expressing access control policies. Based on the semantic web language, the proposed engine should help in concluding about semantic matching of terms across different sites involved in cloud scenarios. Indeed, it ensures that the entity "requestor" and the entity "provider" of an access control policy context shares the same meaning of the involved entities or describes equivalent attributes. (For example, "doctor" or "practitioner" should refer to the same subject). Our "privacy protection point" must take in consideration the possibility of access control delegation between the cloud provider and its clients (the cloud service requestor). This federation of access control could also take place between users. For example, for unavailability reasons, a user in an organisation could delegate some of its privileges to another user. That should be carefully expressed in an access control policy.

4 Conclusion

In an attempt to urge public cloud trust, we propose to enforce access controls by preserving data protection and privacy requirements via a framework that is driven by legislation. In our research, we focus on the requirements for sensitive data protection driven by legislation. We look on how to incorporate these requirements in an access control model while expressing security policies for an open and dynamic environment such as the cloud. From the literature we could state two recent works that deal with access control issues in cloud computing. The first one (Reul, 2013) proposes an ontology-based access control covering context, task and role-based models. The second (Choi, 2013), proposes an ontology that covers core elements of security policies. This work is considering ontologies as a solution to semantic interoperability when evaluating access control policies in distributed environments. We think that both works don’t deal with privacy compliance requirements especially the requirements defined by legislation in the field of personal data protection. Also, these works don’t deal with the need for access control delegation in the cloud. Our framework aims to ensure an access control mechanism that incorporates three levels of policies: the data owner’s policies, the cloud provider’s policies and the legislation based policies. In order to achieve this purpose, we take advantage of semantic web technologies: a growing technology allowing policies to be richly described over heterogeneous domain data. Besides, it promotes a common understanding among organizations. We believe that this will help in building comprehensive and verifiable security properties for open, dynamic environments such as public clouds since it requires interoperability across multiple organizations with additional level of
ambiguous and demanding compliance with legislation. In this paper, we have described our research proposal and our driven research methodology. Finally, it is worth noting that this work is at an early stage of the required investigation according to the research methodology described in a previous section.
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Abstract

One of the issues with traditional mutation testing is the possible large number of mutants generated. In this work, we illustrate how the concept of relative correctness, defined in [6] can guide the generation and selection of mutants when repairing a loop program. We show that fewer and better mutants can be generated, thus adding efficiency by reducing the huge computational cost associated with mutation analysis.

1 Introduction

In traditional mutation testing, the generation of mutants is achieved through source code inspection and mutant selection is tackled using testing. A problem that remains open is the computational cost associated with the large set of mutants that can be generated. Various methods such as selective mutation [3], mutant sampling [7] have been proposed to deal with this issue. And despite the tremendous effort put into the test data generation, mutation testing can still accepts or rejects a mutant for the wrong reason [1]. Through the concept of Relative Correctness introduced in [6], we challenge both the generation of mutants and the selection of mutants. We undertake program repair by generating few mutants that are to be compatible with the specification, then by selecting mutants by verification rather than testing and finally by testing for relative correctness.

In the following sections, we present the concepts of invariant relation and relative correctness and describe how fault localization and program repair are achieved. We then present the results of their application to a sample program. Finally we conclude with the next steps.

2 Theoretical Foundations

3 Relational Definitions and Operations

In this section, we briefly present some relational notations and operations. We consider a set \(S\) defined by the values of some program variables, say \(x\) and \(y\); we denote elements of \(S\) by \(s\), and we note that \(s\) has the form \(s = <x, y>\). We denote the \(x\)-component and (resp.) \(y\)-component of \(s\) by \(x(s)\) and \(y(s)\). We may use \(x\) to refer to \(x(s)\) and \(x'\) to refer to \(x(s')\). We refer to \(S\) as the space of the program and to \(s \in S\) as a state of the program. A relation on set \(S\) is a subset of the Cartesian product \(S \times S\). Constant relations on \(S\) include: the universal relation \(L = S \times S\), the empty relation \(\phi = \{}\), and the identity relation denoted by \(I\). Relations that have the form \(R = C \times S\), for a subset \(C\) of \(S\) are called vectors. Operations on relations include the usual set theoretic operations of union \((R \cup R')\), intersection \((R \cap R')\), difference \((R \setminus R')\) and complement \((\overline{R} = L \setminus R)\). It also includes the inverse of a relation defined as \(\overline{R} = \{(s, s') | (s', s) \in R\}\), the product of relations \(R\) and \(R'\) denoted by \(RR'\) and defined...
by $RR' = \{(s,s') | \exists (s,t) \in R \land (t,s') \in R'\}$, the $n^{th}$ power of relation $R$ is the relation defined by $R^n = I$, $R^{n+1} = RR^n$, the reflexive transitive closure of relation $R$ is defined by $R^* = \{(s,s') | \exists n \geq 0: (s',s) \in R^n\}$, the domain of relation $R$ is the set defined as $dom(R) = \{s | \exists s': (s,s') \in R\}$. We leave it to the reader to check that the vector that corresponds to the domain of a relation $R$ is nothing but $RL$. The range of relation $R$ is the domain of $R$. The pre-restriction of relation $R$ to predicate $t$ is the relation defined by $\{(s,s') | t(s) \land (s,s') \in R\}$. As for properties of relations, we say that relation $R$ is reflexive if and only if $I \subseteq R$, and we say that $R$ is transitive if and only if $RR \subseteq R$. We admit without proof that the reflexive transitive closure of relation $R$ is the smallest superset of $R$ that is reflexive and transitive. Also, we admit that $R$ is a vector if and only if $RL = R$. We say that $R$ is deterministic (or that it is a function) if and only if $RR \subseteq I$.

3.1 Program Semantics

Given a program $p$ on space $S$, we let $P$ be the function of $p$. $P$ is defined by the set of pairs $(s,s')$ such that if $s$ starts execution on $s$, then it terminates in state $s'$. The domain of $P$ (denoted by $dom(P)$) is the set of states $s$ such that if $p$ starts execution on $s$, then it terminates.

We consider while loops written in some C-like programming language. Our semantic definition of a while loop is due the following theorem introduced in [5]:

**Theorem 1.** Let $w$ be a while loop of the form `while (t) do b`. Then its function $W$ is given by:

$$W = (T \cap B)^* \cap T$$

where $B$ is the function of $b$ and $T$ is the vector defined by: $\{(s,s') | t(s)\}$.

3.2 Invariant Relation

**Definition 1.** Let $w$ be a while loop of the form `while (t) do b` on space $S$. $B$ is the function of $b$ and $T$ is the vector defined by: $\{(s,s') | t(s)\}$. We say that relation $R$ is an invariant relation for $w$ if and only if it is a reflexive and transitive superset of $(T \cap B)^*$

The interest of invariant relations is that they are approximations of $(T \cap B)^*$, the reflexive transitive closure of $(T \cap B)$; smaller invariant relations are better, because they represent tighter approximations of the reflexive transitive closure; the smallest invariant relation is $(T \cap B)^*$.

3.3 Relative Correctness

To define relative correctness, we introduce the concept of refinement.

**Definition 2.** We let $R$ and $R'$ be two relations on space $S$. We say that $R$ refines $R'$ if and only if

$$RL \cap R' L \cap (R \cup R') = R$$

We write this relation as: $R \sqsupseteq R'$ or $R' \sqsubseteq R$.

Following [6], relative correctness is defined as follows.

**Definition 3.** Let $R$ be a specification on space $S$ and let $g$ and $g'$ be two programs on space $S$ whose functions are respectively $G$ and $G'$. We say that program $g$ is more-correct than program $g'$ with respect to specification $R$ (abbreviated by: $G \sqsupseteq R G'$) if and only if:

$$(G \cap R)L \sqsupseteq (G' \cap R)L$$
Similarly, we define the notion of strictly-more correct. A program $g$ is strictly more-correct than program $g'$ with respect to specification $R$ (abbreviated by: $G \triangleright_R G'$) if and only if:

$$(G \cap R)L \supset (G' \cap R)L.$$ 

[6] describes details of these concepts and includes relevant examples.

4 Fault Localization and Mutant Generation

The approach for traditional mutant generation is inadequate because if fails to take into account the specification(s) of the program. Before applying mutation analysis, we argue that we can achieve a more efficient fault localization by using the notion of relative correctness as defined in [6]. Applying the method described in [4], we can localize the faults using the process of correctness verification. We do so by finding among the identified invariant relations, those that are incompatible with the specification. Our thesis is that we should only look at statements related to variables involved in these invariant relations as possible candidates for mutation. This allows us to significantly reduce the number of mutants to generate. Incidentally, we can say that we generate better mutants.

5 Program Repair and Mutant Selection

We argue that the selection of mutants in Traditional Mutation Testing is wrong because it uses absolute correctness. However, testing for absolute correctness is valid only if we assume that we are removing the last fault. We propose a program repair method that is a repetitive process in which we find new invariant relations that make them relatively more correct [6] than the original. The steps in the method are as follow:

- Step 1: Suggest a change
- Step 2: Find a new invariant relation, with the constraints that the status of the invariant relations identified so far must stay the same.
- Step 3: Check if the new invariant relation is compatible with the specification
- Step 4: Go back to Step 1 if there are more repairs to do, otherwise exit

6 Illustration

We apply the methods described above to the following loop $g$ on space $S$ defined by the variables $r,u,y,w,z,d,n,l,m,v,x,x_0,t$ and $b$:

```c
#include <iostream>
#include <math.h>
using namespace std;
int main()
{
    double r,u,y,w,z,d,n,l,m,v,x,x0,t; // initial investment
    y=v=x=0;
    double x,x0 = 10000;
```
int t=0;
double a=.07;
double b;
b=a-0.01; //inflation adjusted rate
l=z=x=x0;
r=p;
d=n=m=0;
while ( r != p )
{
  t= t + 1;n= n + x;
l=(1+b)*l; m= m + l;
k= k + 1000; y= n + k;
w= w + z;
z=(1+a) + z; v= w + k;
r= (v - y) / y; u= (m - n) / n;
d=r-u;
}

Let $R$ be the following specification on $S$:

$$R = \{(s,s')|w' = w - z \times \frac{1 - (1 + a) (t' - t + 1)}{a} \land a \neq 0 \land x' = x' \land k' - k = 1000 \times t'\}$$

When we deploy the algorithm outlined in [2] on this loop, we find the following invariant relations that are deemed compatible with the specification:

- $V_0 = \{(s,s')|t \leq t'\}$
- $V_1 = \{(s,s')|k \leq k'\}$
- $V_2 = \{(s,s')|k - 1000 \times t = k' - 1000 \times t'\}$
- $V_3 = \{(s,s')|x = x'\}$
- $V_4 = \{s,s'|1000 \times n' - k' \times x' = 1000 \times n - k \times x\}$
- $V_5 = \{s,s'|z' - (1 + a) \times t' = z - (1 + a) \times t\}$

We also find the following $Q$ that is incompatible with the specification $R$:

$$Q = \{(s,s')|w - z \frac{z - 1 - a}{a} = w' - z' \frac{z' - 1 - a}{a}\}$$

Therefore the loop is not correct with respect to the specification $R$. We can infer that the variables that are mentioned in $Q$ are the only variables that need to be changed in the program; also, they must be changed while preserving all the relevant invariant relations (i.e. the invariant relations that involve these variables). Using this condition, we derive the constraints that the identified variables must satisfy in their new form. For that purpose, we solve the following in Mathematica:

$$Constraints = FullSimplify[Resolve[\exists_{t,k,x,n,t',k',x',n',t',k',x',n',t'} V_0 \&\& V_1 \&\& .. \&\& V_5]]$$

We get:

$$(a + 1 = 0 \land z = zP) \lor (a + 1 < 0 \land zP \leq z) \lor (a + 1 > 0 \land z \leq zP)$$
We know that \((1 + a) > 0\), thus we further simplify this result to:
\[
(z \leq zP)
\]
In light of this, we can generate mutants related to the variable \(z\) only. We consider the following mutants:

1. \(z = (1 + a) - z\)
2. \(z = (1 + a) \times z\)
3. \(z = (1 + a)/z\)
4. \(z = (1 + a)^z\)

The above condition allows us to rule out 1,3. Thus we are left with two mutants 2 and 4. We then choose mutant 2 and generate the new invariant relation
\[
Q' = \{(s,s') | w - \frac{z}{a} == w' - \frac{z'}{a}\}
\]
Using the algorithm described in [4], we find it to be compatible with the specification \(R\). Therefore we have a program \(g'\), relatively more correct than \(g\). Thus we don’t need to process mutant 4.

7 Conclusion

To be practical, mutation analysis must be applied with a manageable number of meaningful mutants. We have illustrated how the concept of Relative Correctness can allow us to produce fewer and better mutants, leading to improved program repair. In future work, we plan on elaborating on the concept, comparing with related work and applying to large programs.
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Abstract

Termination is the property of a program to complete its execution after a finite number of operations. Abort freedom is the property of a program to complete its execution without attempting an illegal operation, such as a division by zero, an arithmetic overflow, an array reference out of bounds, a reference to a nil pointer, etc. We present an approach to the analysis of iterative programs in which these two aspects are merged into a single formula. We illustrate our approach on a number of examples, and we compare our findings to related work on termination and on abort freedom.

1 Introduction

Termination is the property of a program to complete its execution after a finite number of operations; the matter of characterizing conditions under which a loop terminates has mobilized much research attention e.g. [2]. What we refer to as abort-freedom is the property of a program to complete its execution without attempting an illegal operation (such as a division by zero, an array reference out of bounds, etc). Because the study of termination and the study of abort-freedom are interesting/challenging only in the presence of loops, we resolve to limit our attention in this paper to iterative programs. Whereas it is customary to study these two aspects as two separate properties; we believe that from a semantic standpoint, they are indistinguishable and we study them jointly (for more details, interested readers may refer to [5]). In keeping with our position, we use the term termination to refer to the property that the program completes its execution after a finite number of operations without causing an abort; if we want to refer specifically to the property of finite number of operations, we use the term proper termination. In this paper, we present an approach to analyze the termination of iterative programs. In section 2, we introduce elements of relational mathematics that we use throughout the paper, then we introduce the concept of invariant relation, and discuss how can we use this concept to analyze termination of while loops. We illustrate our approach on sample loops and compare our findings to related work. The conclusion summarizes our results and prospects.

2 Relational Definitions and Operations

In this section, we briefly present some relational notations and operations. We consider a set $S$ defined by the values of some program variables, say $x$ and $y$; we denote elements of $S$ by $s$, and we note that $s$ has the form $s = <x, y>$. We denote the $x$-component and (resp.) $y$-component of $s$ by $x(s)$ and $y(s)$. We may use $x$ to refer to $x(s)$ and $x'$ to refer to $x(s')$. We refer to $S$ as the space of the program and to $s \in S$ as a state of the program. A relation on set $S$ is a subset of the Cartesian product $S \times S$. Constant relations on $S$ include: the universal relation $L = S \times S$, the empty relation $\phi = \{\}$, and the identity relation denoted by $I$. Relations that have the form $R = C \times S$, for a subset $C$ of $S$ are called vectors. Operations on relations include the usual set theoretic operations of union ($R \cup R'$), intersection ($R \cap R'$), difference ($R \setminus R'$) and complement ($\overline{R} = L \setminus R$). It also includes the inverse of a
relation defined as $\hat{R} = \{ (s,s') | (s',s) \in R \}$, the product of relations $R$ and $R'$ denoted by $RR'$ and defined by $RR' = \{ (s,s') | \exists t : (s,t) \in R \land (t,s') \in R' \}$, the $n^{th}$ power of relation $R$ is the relation defined by $R^0 = I$, $R^{n+1} = RR^n$, the reflexive transitive closure of relation $R$ is defined by $R' = \{ (s,s') | \exists n \geq 0 : (s',s) \in R^n \}$, the domain of relation $R$ is the set defined as $\text{dom}(R) = \{ s | \exists s' : (s,s') \in R \}$. We leave it to the reader to check that the vector that corresponds to the domain of a relation $R$ is nothing but $RL$. The range of relation $R$ is the domain of $R$. The pre-restriction of relation $R$ to predicate $t$ is the relation defined by $\{ (s,s') | t(s) \land (s,s') \in R \}$. As for properties of relations, we say that relation $R$ is reflexive if and only if $I \subseteq R$, and we say that $R$ is transitive if and only if $RR \subseteq R$. We admit without proof that the reflexive transitive closure of relation $R$ is the smallest superset of $R$ that is reflexive and transitive. Also, we admit that $R$ is a vector if and only if $RL = R$. We say that $R$ is deterministic (or that it is a function) if and only if $\hat{RR} \subseteq I$.

3 Theoretical Background

3.1 Program Semantics

Given a program $p$ on space $S$, we let $P$ be the function of $p$. $P$ is defined by the set of pairs $(s,s')$ such that if $p$ starts execution on $s$, then it terminates normally in state $s'$. Normal termination means that the program terminates after a finite number of operations, without causing an abort (due to an illegal operation) and returns a well-defined final state. Hence, the domain of $P$ (denoted by $\text{dom}(P)$) is the set of states $s$ such that if $p$ starts execution on $s$, then it terminates normally. The termination condition of a (any) program $p$ (including iterative programs) is the predicate $s \in \text{dom}(P)$.

We consider while loops written in some C-like programming language, and we submit the following theorem, due to [7], which we use as the semantic definition of a while loop.

**Theorem 1.** Let $w$ be a while loop of the form $\text{while} (t) \{ b \}$. Then its function $W$ is given by:

$$W = (T \cap B)^* \cap \hat{T}$$

where $B$ is the function of $b$ and $T$ is the vector defined by: $\{ (s,s') | t(s) \}$.

The main difficulty of analyzing while loops is that we cannot, in general, compute the reflexive transitive closure of $(T \cap B)$ for arbitrary values of $T$ and $B$.

3.2 Invariant Relations

If we knew how to compute reflexive transitive closures of arbitrary functions and relations, then we would apply theorem 1 to derive the function of the loop, and do away with all the methods that we use to analyze loops; but in general we do not. As a substitute, we use invariant relations, which we define as follows.

**Definition 1.** Let $w$ be a while loop of the form $\text{while} (t) \{ b \}$ on space $S$, we say that relation $R$ is an invariant relation for $w$ if and only if it is a reflexive and transitive superset of $(T \cap B)$.

The interest of invariant relations is that they are approximations of $(T \cap B)^*$, the reflexive transitive closure of $(T \cap B)$; smaller invariant relations are better, because they represent tighter approximations of the reflexive transitive closure; the smallest invariant relation is $(T \cap B)^*$.  

3.3 Deriving Invariant Relations

Given a while loop $w$ of the form $\text{while} (t) \{ b \}$, we can readily compute $T$ as the vector that defines the loop condition $t$, and $B$ as the function that defines the loop body $b$. Using $T$ and $B$, we can generate
a special invariant relation, which we call the loop's elementary invariant relation, according to the following formula: \( R = I \cup T(T \cap B) \). The elementary invariant relation is the only invariant relation we get for free (i.e. constructively, by composing the parameters of the loop); for all other invariant relations, we have to inspect and analyze the loop in detail. To this effect, we use a compiler to map the source code of the loop (in C++) onto an internal relational notation. Because invariant relations are supersets of the function of the loop body, it is advantageous to write the function of the loop body as an intersection of term \( s \); then, any superset of a term of the intersection is a superset of \( B \), any superset of a pair of terms of the intersection is a superset of \( B \), any superset of a triplet of terms of the intersection is a superset of \( B \), etc. To automate the process of generating invariant relations, we develop a pattern matching algorithm that matches terms of the intersection against predefined patterns and, in case of success, generates invariant relations corresponding to the matched patterns. We refer to these patterns as recognizers; each recognizer is made up of variable declarations, a guard (a condition under which the match is attempted), a code template, and the corresponding invariant relation template. We classify recognizers by the number of terms of the intersection that they try to match; we refer to them as 1-recognizers, 2-recognizers or 3-recognizers, depending on whether they match one term at a time, two at a time, or three at a time; to keep combinatorics under control, we restrict ourselves to no more than three terms. The generated invariant relations are represented in the syntax of Mathematica (© Wolfram Research), to enable subsequent analysis and processing; interested readers may refer to [6] for a detailed discussion of this algorithm.

4 Theorem of Termination

Invariant relations are important for our purposes because they can be used to generate termination conditions, as provided by the following theorem, due to [6].

**Theorem 2.** Let \( w \) be a while loop of the form \( \text{while} (t) \{ b \} \) on space \( S \), and we let \( R \) be an invariant relation for \( w \). Then: \( WL \subseteq RT \)

This theorem converts an invariant relation into a necessary condition of termination; if we use a small enough invariant relation, we may reach the necessary and sufficient condition of termination. Nothing in this theorem indicates whether we are modeling proper termination or abort-freedom; what determines which aspect we are modeling is the selection of the invariant relation to which we apply this theorem. Hence this theorem captures both aspects; whether the condition we derive with this theorem captures one aspect or the other or a combination of the two depends merely on what invariant relation we use. The following theorem (due to [5]) gives a general format for invariant relations that are geared towards capturing abort-freedom in while loops.

**Theorem 3.** We consider a while loop \( w \) of the form \( \text{while} (t) \{ b \} \) on space \( S \), and we let \( B' \) be a superset of \( T \cap B \). If \( B' \) satisfies the following conditions: (1) \( B'^+ \) is anti-reflexive, (2) the following relation \( Q = B'^+(B'^+ \cap V) \) is transitive, for an arbitrary vector \( V \) and (3) \( T \cap B \cap B'^+ = \emptyset \). Then \( R = (B'^+(B'^+ \cap BL)) \) is an invariant relation for \( w \).

As an illustration, we consider the following while loop \( w \) on integer variables \( i, x \) and \( y \):

\[
\text{while}(i \neq 0) \{ i=i-1; x=x+1; y=y-y/x \}
\]

for which we derive the following invariant relations (where \( R_1 \) is the elementary invariant relation, \( R_2 \) and \( R_3 \) are generated using Recognizers form our existing database, \( R_4 \) is obtained by applying theorem 3 to the set \( B' = \{(s,s')|x' = x + 1\} \): \( R_1 = I \cup T(T \cap B) \), \( R_2 = \{(s,s')|i \geq i'\} \), \( R_3 = \{(s,s')|x + i == x' + i'\} \), \( R_4 = \{(s,s')|\forall h : x \leq h < x' \implies (h+1) \neq 0\} \).

By taking the intersection of these four invariant relations and applying theorem 2, we find the following necessary and sufficient condition: \((i = 0) \lor (i \geq 1 \land (x < -i \lor x \geq 0))\)
Indeed, in order for this loop to terminate after a finite number of iterations without attempting a division by zero, either \( i = 0 \) (in which case the loop exits without iterating) or \( i > 0 \) in which case either \( x \geq 0 \) (in which case \( x + 1 \) is initially greater than zero, and increases away from zero at each iteration) or \( x < i \), in which case \( x \) starts negative but the loop exits before \( (x + 1) \) reaches 0.

## 5 Illustration and Comparison

We have implemented a tool that converts the source code into a relational notation, generates invariant relations by syntactic matching between the recognizers and the internal relational representation of loops, then analyzes the invariant relations in order to generate the termination condition as detailed in section 4. We ran our tool on a number of sample loops taken from various bibliographic sources that address proper termination or abort freedom conditions. In the remainder of this paper, we discuss our findings and compare them those found in the sources.

### 5.1 Proper Termination

We collected illustrative examples of loops from several sources (including [2]) discussing proper termination using different approaches, and have run our tool on them; we have obtained a benchmark of 36 loops, most of which operate on integer variables. When we run our tool on these examples, we find necessary conditions for 35 out of the 36 loops, and find necessary and sufficient conditions for 26 out of the 36 loops. Failure to produce sufficient conditions is usually due to the absence of relevant recognizers; this can be remedied by identifying the missing recognizers (by inspection of the relational representation of the loop) and adding them to the database. As for failure to produce (even) a necessary condition, it is merely due to the failure of Mathematica to simplify the condition generated by Theorem 2; this matter is under investigation. As a simple illustrative example, we consider the following loop, taken from [2]:

```c
int x; while(x>=0) {
    x=-2*x+10;
}
```

for which our tool generates the termination condition \( \text{true} \). The condition given by Terminator (tool form [2]) is \( (x < 0 \lor x > 5) \) which is sufficient but unnecessary.

### 5.2 Abort Freedom

Because it proceeds by approximating the function of programs by increasingly smaller relations, our approach can be seen as a form of abstract interpretation [3], whereby we can make increasingly stronger claims about the functional properties of the loop as we derive smaller and smaller invariant relations. But abstract interpretation has a broader scope, since it applies to all of C, also, it is supported by tools such as Astree [1], that detects possible abort conditions in C code. It approximates the loop function with a subset (rather than a superset as in our approach), namely, the union of the first few terms (referred to as the loop unrolling parameter) of the transitive closure in the expression given in theorem 1. In order to show in what way what we try to achieve is distinct from Astree, we consider the following example (where \( a \) and \( b \) are arrays of \( N \) integers, \( x, y, i \) and \( j \) are integer variables):

```c
while (i<N) {x=x+a[i]; y=y+b[j]; j=j+i; i=i+1; j=j-i;}
```

Our tool generates the following necessary and sufficient termination condition:

\[
(i \geq N) \lor (0 \leq i \leq N-1 \land 0 \leq j \leq N-1 \land 0 \leq i + j - N \leq N-1
\]

We run Astree on the same example using the following initialization (which does not satisfy our termination condition): \( N=50, i=0, j=599, x=1, y=2 \). For a low value of loop unrolling (=3), Astree issues an alarm to the effect that array references \( a[i] \) and \( b[j] \) may be out of bounds, for a high value of loop unrolling (=700), it raises an error at the reference to \( a[i] \).
LLBMC (Low Level Bounded Model Checker [4]) analyzes C and C++ programs with the aim of detecting faults in a wide class of abort conditions, such as: integer overflow, division by zero, etc. Like Astree, LLBMC requires that the code be executable, and it requires that the user specify a value of parameter unrolling before it can proceed. Also, like Astree, LLBMC alerts the user to the risk of an abort for the particular initial conditions and parameter unrolling that are selected; a different vector of initial values and a different value of unrolling may produce a different set of alerts; by contrast with both Astree and LLBMC, our approach makes a general statement about the necessary (and often sufficient) condition of termination. Like LLBMC, our approach operates on an internal representation of the program, rather than its source code; LLBMC maps source code into an internal (bit-level) representation in order to identify subtle, low-level faults that may be invisible at the code level; by contrast, the main motivation of our internal notation is to prepare the program for the generation of invariant relations. As an illustration, we consider the following loop taken from [4]:

```c
int i,m,a[N]; while (i<m) { a[i]=i; i=i+1; }
```

Our tool generates the necessary and sufficient termination condition: $(i \geq m) \lor (0 \leq i < m \leq N)$. When we run LLBMC on this example with the values $m=5$, $N=3$, $i=0$ (note that these values do not satisfy our termination condition) and a loop unrolling value greater or equal to 4, it returns an error message.

6 Conclusion

In this paper, we present an invariant relation-based approach to derive termination condition of while loops. Our research partakes on the abundant work on loop termination since we define termination in the broadest sense possible to encompass not only the condition that the number of iterations is finite, but also the condition that each individual iteration completes its execution without causing an abort. We compared our approach to related work by applying it to a number of examples taken from bibliographic sources dealing with proper termination and sources dealing with abort freedom.

The tool that implements the approach discussed in this paper is under active evolution. We are currently migrating it from (inefficient) syntactic matching to semantic matching, and working on the automation of Theorem 3 in order to integrate it in the tool.
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Abstract

Many financial markets today are dominated by automated high-frequency trading. According to some studies, this has accounted for more than half the volume of US equity markets in recent years. High-frequency trading strategies typically adopt powerful computers and communications infrastructure and a variety of algorithms to process a large number of orders at high speed, attempting to profit sometimes a fraction of a cent on every trade. While this has led to significant theoretical and applied research, the area still presents many important challenges. These arise both in the strategy modelling phase, where accurate and efficient prediction of the price movement of securities is required, and in the evaluation phase, where strategies must be examined in a variety of market conditions before being launched in real markets. We investigate these two areas. Our modelling approach is based on clustering in a space of technical indicators, using a weighted Euclidean distance in a manner similar to certain handwriting recognition algorithms. Our evaluation environment is a market simulator that uses historical data or live data and agents to reproduce the fine-grained dynamics of financial markets. This paper outlines our approach to modelling and simulation and how they work together.

1 Introduction

Securities markets have experienced a dramatic transformation since the early 2000s. With the advancements in computer technology, traders no longer need to buy and sell securities using hand signals. Instead, their trading activities are automated by sophisticated computer algorithms, making it possible to make effective decisions to promptly react to every single market event. Powerful computers and ultra-low latency networks are also employed to accelerate data processing and message delivery, enabling them to turn over security positions very quickly in order to profit sometimes a fraction of a cent on every trade. This type of trading is commonly referred as high-frequency trading. Despite its increasing use and popularity [1, 3, 5, 6], high-frequency trading today still faces many critical challenges. Among these, we are particularly interested in two sub-problems pertaining to aspects of strategy modelling, where accurate and efficient prediction of securities’ price movement is required, and strategy evaluation, where strategies must be examined in a variety of market conditions before being launched in real markets. In this article we present an overview of these problems and summarize our previously published solutions [4, 7].

In order to manage risk exposure and optimize profit, it is important to be able to accurately predict price movement of assets. This is a complex problem in that there are a considerable number of factors that may affect price in securities markets. Moreover, these factors themselves may have complicated cause-and-effect relationships, resulting in a variety of potential outcomes. We are interested in the problem of providing predictions of the price movement in the short term, as opposed to the long term, since the number of contributing factors is smaller, and their values are easier to measure. Also, the
possibility of an impact by outside factors, e.g. an unscheduled news release, is lower and has less effect in the short-term. In particular, we present a trading model that can provide accurate and efficient short-term prediction of one change in the price of an asset. Our method monitors the market and sets up a space of observations, then measures how close the real-time data is to the recorded observations. Predictions are made based on numerical indicators computed from data received from the market. This work has been reported in [7].

At the same time, trading strategies must be evaluated for correctness and performance before using them real market. This in practice is carried out through simulators which significantly rely on real-time market data or historical data. While this can provide traders with valuable information, there are a number of pitfalls. First, live market data is not always available, which restricts the use of simulators to certain market hours. In addition, the trading strategies tested do not have any impact to the market as they can only follow the trend and their orders are simply executed based on the current market conditions. Similar issues also exist in back-testing approaches. Last, but not least, existing simulators typically do not provide a standard protocol for interaction with users. Instead, they require skills in specific programming languages and demand trading strategies to be implemented on top of proprietary Application Program Interfaces (APIs). This can restrict the evaluation of trading strategies to a single simulation environment. To address this problem, we present a simulator that can support market simulation research and is suitable for strategy evaluation. The simulator is independent of any particular data feed and can provide a realistic testing environment by reproducing certain phenomena of a real market. Multiple users can connect to the simulation server at the same time, allowing them to not only assess the viability of their trading strategies using pre-defined market conditions, but also to create very specific ones that suit their needs. This work has been reported in [4].

The remainder of the article is organized as follows. In Section 2 we describe an example of prediction model for high-frequency trading. Section 3 presents a simulator that is suitable for evaluation of trading strategies. In Section 4 we conclude the article with a brief discussion.

## 2 A Trading Model

**Technical Indicators** The number of possible technical indicators that can be extracted from the stock market is potentially overwhelming so careful manual or algorithmic selection of indicators is important. Indicators should not be redundant and should sufficiently describe the asset at the time of an event. In order to limit the available indicators to a manageable number and predict a price change, we examine only the quotes at the current best bid and ask prices. We consider indicators that describe the activity of a single product independently of complementary and supplementary securities. We compute the following indicators for each exchange:

- Weighted rate of change (ROC) of the relation of the bid depth (number of shares bid) to the offer depth (number of shares offered).
- \( n_{cb} (n_{co}) \) – the number of times an exchange locked the market on the bid (offer).
- \( n_{lb} (n_{lo}) \) – the number of times an exchange left the National Best Bid and Offer (NBBO) on the bid (offer).

Within each exchange, each of the indicators is assigned a weight. The weight of an exchange is determined as the average weight of its indicators. We then compute the composite indicators, \( s_b (s_o) \), which are the sum of weights of exchanges whose bid (offer) price is equal to the NBBO.

To remove outliers we use the three-sigma rule, assuming that the values of indicators are normally distributed. After the removal of outliers, the values of indicators are normalized by a transformation on the feature values to map them to the range \([0, 1]\): we find the maximum \( x_i^M \) and the minimum \( x_i^m \) values of an indicator \( i \) among all points in the cluster, and then normalize the feature as

\[
x_i' = \frac{x_i - x_i^m}{x_i^M - x_i^m}.
\]
Algorithm 1 ComputeWeights(X)

Input: $X$ – a cluster of normalized points.
Output: $w$ – a vector of weights of features.

$s \leftarrow \sum_{i=1}^{D} \sigma_i$
{where $\sigma_i$ is the standard deviation of feature $i$ in the cluster $X$}

for $i = 1$ to $D$
do
    $w_i \leftarrow 1 - \sigma_i / s$
end for
return $w$

Algorithm 2 Predict(x)

Input: $x$, a normalized $D$-dimensional feature point to be classified.
$d$, a distance threshold.  $r$, distance ratio threshold

Output: Either “predict price change up” or “predict price change down” or “not classified”.
{
  Compute the squared distances to the centroids $c^{d}$ and $c^{u}$ of clusters down and up respectively, where $w^{d}_i$ and $w^{u}_i$ are the weights of the $i$-th indicator in the corresponding clusters.}

$d_{d} \leftarrow \sum_{i=1}^{D} w^{d}_i (x_i - c^{d}_i)^2$;  
$d_{u} \leftarrow \sum_{i=1}^{D} w^{u}_i (x_i - c^{u}_i)^2$

if $d_{d} < d$ and $d_{d}/d_{u} < r$ then
    return “predict a price change down”
end if

if $d_{u} < d$ and $d_{u}/d_{d} < r$ then
    return “predict a price change up”
end if

return “not classified”

For a point $p$ to be an outlier, at least one of its coordinates $p_o$ should satisfy $|p_o - s_o| > 3\sigma_o$. The case $p_o - s_o > 3\sigma_o$ implies

$$p_o > \frac{1}{K} \sum_{i=1}^{K} x_{oi} + 3 \sqrt{\frac{1}{K} \sum_{i=1}^{K} (x_{oi} - \frac{1}{K} \sum_{j=1}^{K} x_{oj})^2},$$

where $K$ is the number of points in a cluster and $x_{ij}$ is the $i$-th feature of the $j$-th point. Applying inequality (1) to normalized features, we have

$$\frac{p_o - x^m_o}{x^m_o} > \frac{1}{K} \sum_{i=1}^{K} \frac{x_{oi} - x^m_o}{x^m_o} + 3\sigma'_o,$$

where

$$\sigma'_o = \sqrt{\frac{1}{K} \sum_{i=1}^{K} \left( \frac{x_{oi} - x^m_o}{x^m_o} - \frac{1}{K} \sum_{j=1}^{K} \frac{x_{oj} - x^m_o}{x^m_o} \right)^2}.$$

An analogous reasoning can be applied to the inequality $p_o - s_o < -3\sigma_o$.

**Computation of Weights** Each indicator within a cluster is assigned a weight, computed as shown in Algorithm 1. The weight of an exchange is computed as the average of the weights of its indicators.

**The Classifier** To analyze incoming quotes at high frequency in real-time, the recognition model should be computationally efficient. For the classifier, we have chosen to compute the feature-weighted distance
Figure 1: Prediction results:
(a) Prediction accuracy as a function of $t$ (in milliseconds),
(b) The number of correct and incorrect predictions depending on the distance threshold $d$, and
(c) Prediction accuracy as a function of the distance threshold $d$

from a test point to the centroid of a cluster, since this is one of the least expensive techniques in artificial intelligence.

This technique is fast in training and classification. To train the model, one needs to collect a certain number of points in clusters and find the centroid of each cluster. We are interested in two classes of points: one class for price changes up and another class for price changes down. Classification of a quote is performed by computing the squared weighted Euclidean distance from the feature-vector of the quote to the centroid of each training cluster, as shown in Algorithm 2.

As can be observed in the algorithm, we differentiate the notions of classification and prediction. Classification happens with each quote received – a feature vector is formed and the distances to centroids are evaluated. In contrast, a prediction is made only if the distances between the sample and the centroids satisfy certain criteria, i.e. if the feature point is relatively close to one of the two centroids. The prediction accuracy can be increased and the number of predictions decreased by reducing the thresholds $d$ and $r$ in Algorithm 2. The necessary values of the thresholds can be determined empirically.

Experimental Setting The experiments were performed on data for MSFT (Microsoft) securities, using quotes from the following exchanges: NYSE Archipelago Exchange (Arca), Better Alternative Trading System (BATS) BZX Exchange, BATS BYX Exchange, Chicago Board Options Exchange (CBOE), Direct Edge A (EDGA), Direct Edge X (EDGX), NASDAQ, NASDAQ OMX BX, National Stock Exchange, and NASDAQ PHLX. The recorded events include: change in bid/offer prices and bid/offer depth. We recorded several days in December, 2011 with the total of 9,389,993 quotes and 4,658 price changes. Training was performed until both clusters had at least 10 points. The value of the weight in computation of the ROC was taken as 0.6. After 5 changes in price, parameters of a cluster were recomputed.

We calculated two measures: on-change distance accuracy and prediction accuracy. The on-change distance measure was counted as correct if the distance to the centroid of the cluster in the direction of the price change was smaller than the distance to the other cluster. In other words, if a change down (up) was recorded and $d_d < d_u$ ($d_d > d_u$), the on-change distance measure was counted as correct.

The prediction accuracy with a prediction interval of $t$ was computed as follows. If the prediction was in the direction of the price change, and the interval between a prediction and the actual change was greater than $t$, the count of correct predictions was increased by one. If the interval was less than $t$, the count was not changed. If the change happened in the opposite direction, the count of wrong predictions
was increased by one, independently of the time interval after the prediction. This measure aimed to simulate real-life trading, when execution of a transaction takes a certain amount of time, depending on infrastructure.

**Experimental Results** The on-change accuracy of the model on the recorded data was 96.25%. The prediction accuracy as a function of $t$ is presented in Figure 1(a) for the distance thresholds $d = 20$ and $r = 1/20$. There are 28 incorrect predictions for any $t$. We also measured the number of correct and incorrect predictions depending on the distance threshold $d$ with fixed $r = 1/20$ for $t = 1000\text{ms}$. The results are presented in Figure 1(b). Figure 1(c) shows the prediction accuracy as the function of $d$.

## 3 A Market Simulator

We now present a simulator that can support market simulation research and is suitable for evaluation of algorithmic trading strategies.

**Simulator Design** The simulator currently consists of a matching engine, a communication interface and a variety of simulated trading agents. The matching engine accepts orders from both logged in users and computerized agents. It maintains a number of order books, each of which records the interest of buyers and sellers in a particular security and prioritizes their orders based on their price and arrival time. This centralized order system continuously attempts to match buy and sell orders. Matching rules are implemented based on continuous double auctions. The matching engine also publishes quote updates to all subscribers, which is handled by the communication interface.

To allow multiple users to interact with our simulator simultaneously and independently, we use the Financial Information eXchange (FIX) protocol [2], which is the *de facto* communications standard in global financial markets. The simulator provides each user a designated port for login and maintains a dedicated channel for communication. Both inbound and outbound messages, such as orders and execution reports, are encoded as FIX format. Using the FIX protocol also provides easy access to our simulator. Most users in both industrial and academic algorithmic trading settings are familiar with the FIX protocol or have it already implemented in order to connect to financial markets. This makes it possible to interact with our simulator with little modification to their systems.

In order to create various market conditions that are suitable for testing, we have developed five pre-defined types of simulated trading agents that represent an important subset of trading entities we observe in the real market. These agents are able to adapt to the market and interact with users’ algorithmic trading strategies. The first of these is Market Maker Agent which plays neutrally against the market. Its primary objective is to enhance the liquidity and the depth of the market, resulting in a stable market. In contrast, Liquidity Taker Agent takes liquidity from the market by posting market orders that are often immediately executed at the best available price. By increasing the size or the frequency of the orders, it can potentially cause the quoted prices to change dramatically. Figure 2 shows a comparison of volatility between two simulations. The settings were the same except in the second simulation the Liquidity Taker Agent issues market orders at a higher frequency. Similar to the Market Maker Agent, Liquidity Provider Agent places limit orders to the market. By posting limit orders on both sides without immediately triggering a trade, it adds liquidity to the order book and consequently increases the depth and the stability of the market. We have also developed a Random Agent which uses no information about the market and issues random orders at certain time intervals. This type of agent can be used to create chaos in the simulation environment as well as to investigate the cause of certain market phenomena. The last type of agent is Swift Agent. Compared to the other four agents, a Swift Agent is more sophisticated in that it is able to control the number of open orders it places. This prevents the agent from exposing itself to too much risk, just as human traders would also do in a real market. In addition, the agent is able to monitor the price fluctuations of the simulated market. If the price variation exceeds a certain threshold, the agent will attempt to place more orders on the opposite side to counter the trend.

**Software Implementation** The simulator is intended to be useful to evaluate trading strategies. It sup-
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Figure 2: A comparison of two simulations with different liquidity taking.

ports a variety of security types, including equities, futures, foreign exchange, and options. The simulator may run a market consisting exclusively of simulated (human or robotic) trading agents using different trading strategies (e.g., to study algorithms or market effects), or external participants (typically human) may log in and interact with the simulated market (e.g., for training). Participants (logged in users or simulated trading agents) can submit both limit and market orders with different time-in-force, allowing them to interact with the simulation environment as if they were trading in a real market. At the same time, the simulator adopts the FIX protocol, which allows multiple users to interact with the simulation environment simultaneously and independently. In contrast to other simulators that require testing trading strategies to be built on top of proprietary APIs, our simulator uses open protocols so can be integrated easily into their systems with little modification. The simulator is able to run in two different settings, each of which is useful in certain scenarios.

The first setting uses simulated trading agents, each of which is able to adapt and react to real-time market events by following selected pre-defined strategies. All of the agents are configurable. By adjusting their configurations, we can create very specific market conditions that would occur only rarely in a real market. In addition, the agent-based simulator is able to run at any time as the data are generated by the computerized agents. The agent-based simulator is useful in that it allows users to create desired market conditions where they can test their trading strategies whenever it is needed.

In the second setting, the simulator receives live market data from real exchanges and broadcasts this data to each user. Orders that are submitted by users are executed based on the current market conditions. This type of simulator is claimed by some to be more realistic. Meanwhile, the real market data simulator, in practice, has access to all the products available in the markets, while in agent mode this is not feasible unless there is a further configuration. We provide both these settings to users to evaluate their trading strategies, and give them the freedom to choose the one that is most suitable for their needs.

Useful Scenarios

Both the agent-based and the live-data simulator have been adopted by Quantica Trading, a company located in Kitchener, Canada, which develops algorithmic trading software. We have found, informally, the agent-based and live-data simulators to be useful in a number of scenarios. First, some conditions, such as a market crash, may not occur very often in a real market, but they are extraordinarily costly when they do occur and so must be examined. With the agent-based simulator, we can easily reproduce these conditions, and variants, to test strategies. In addition, the simulator has also been found useful for education and training purposes. By executing trades in the risk-free simulation environment, it facilitates trading drills designed for new traders, allowing them to learn how to execute trades and manage risk faster. Moreover, the simulator is also suitable for software demonstration. With round-the-clock access and risk-free testing, users can present demonstrations of their software
applications at their convenience. Last, but not least, a simulator of the type we present also benefits users beyond the high-frequency trading world. High-quality simulation is essential to improve the regulatory environment for North American markets. At the moment, the true impact of regulation cannot be completely understood until it is in effect in the markets. This means that regulation can have unintended consequences or not achieve its desired results. High-quality simulation can help improve this, reducing risk of events such as the “Flash Crash” of 2010 [8].

4 Conclusion
We have explored both the analysis and simulation of financial markets. Our analysis has explored short-term price changes of securities using pattern recognition techniques. This method is based on the distance to the centroid of a set of feature vectors, representing an empirical combination of indicators. The model demonstrates good performance, even with naı̈ve indicators. We have also presented a financial market simulator that supports a full range of security types and allows users to interact as if they were trading in a real market. It uses FIX as the communication protocol, allowing multiple users to interact with the simulation environment simultaneously and independently. We have also presented several types of simulated trading agents which represent a subset of traders observed in real markets. All of these agents are configurable and, by adjusting their parameters, very specific market conditions can be created to explore certain market behaviours. We have found that in a corporate setting that our simulator is useful in a number of scenarios, including system testing, education, training, and policy evaluation.
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Abstract

Given a toric variety we present an algorithm that constructs a “larger” toric variety such that the initial one can be embedded in it as an infinite part. This compactification of an affine space generalizes the well-known decomposition \( \mathbb{P}_n = \mathbb{C}^n \sqcup \mathbb{P}^{n-1}_n \).

1 The Theoretical Result

The well-known representation of the projective space \( \mathbb{P}_{n+1} = \mathbb{C}^{n+1} \sqcup \mathbb{P}_n \) as an affine space \( \mathbb{C}^{n+1} \) with \( \mathbb{P}_n \) attached “at the infinity” admits the following interpretation. The closure \( \overline{l} \) of every line \( l \) in \( \mathbb{C}^{n+1} \) intersects the attached \( \mathbb{P}_n = \mathbb{C}^{n+1} \setminus \{0\} / \sim \) at the point \([l]\) represented by \( l \). This relates the projective space with the notion of linear perspective.

This interpretation turns out to be a special case of a general phenomenon of toric varieties. Indeed, any smooth simplicial toric variety can be embedded in a larger toric variety in the manner that is called a multidimensional perspective.

More precisely, assume that a complete fan \( \Sigma \) in \( \mathbb{R}^n \) contains at least one simple \( n \)-dimensional cone, then the following theorem proved in [3] holds.

**Theorem 1.** Let \( \Sigma \) be a simplicial complete fan in \( \mathbb{R}^n \) with \( d \) generators. There exists a \( d \)-dimensional simplicial and compact toric variety

\[ X^d = \mathbb{C}^d \sqcup (X_1 \cup \cdots \cup X_r) \]

with ‘infinite’ toric hypersurfaces \( X_1, \ldots, X_r \) such that its ‘skeleton’ \( X_1 \cap \cdots \cap X_r \) is isomorphic to \( X_\Sigma \). Moreover, for every \( \zeta \in \mathbb{C}^d \setminus Z(\Sigma) \subset X^d_\Sigma \) the closure \( G \cdot \zeta \) of its orbit in \( X^d_\Sigma \) intersects ‘the skeleton of infinity’ in a unique point corresponding to the class of \( \zeta \) under the isomorphism.

This geometric construction proves useful when constructing new integral representations and residues ([2], [1]).

2 The Algorithm

We now give a description of an algorithm that constructs a “larger” toric variety such that the given a toric variety can be embedded in it as an infinite part.

**Algorithm BigVariety** (vec_list, cone_list)

**Input:** List of vectors — 1-dimensional generators of initial “small” toric variety vec_list, list of numbers of vectors that generate cones of maximal dimension of initial “small” toric variety cone_list.

**Output:** List of vectors — 1-dimensional generators of the corresponding “big” toric variety , list of numbers of vectors that generate cones of the maximal dimension of the corresponding “big” toric variety.
Step 1. Construction of 1-dimensional generators.

for \( i \) from 1 to \( n \) do
  \( e_i := \) add to \( \text{vec} \) list \((d - n)\) zeros
end do

for \( i \) from \( n + 1 \) to \( d \) do
  \( e_i := \) empty vector
  \( e_i := \) add to \( e_i \) \((i - 1)\) zeros
  \( e_i := \) add to \( e_i \) \(1\)
  \( e_i := \) add to \( e_i \) \((d - i)\) zeros
end do

for \( i \) from \( n + 1 \) to \( d \) do
  \( v_i := \) add to \( \text{vec} \) list \((d - n)\) zeros
  \( v_i := v_i - e_i \)
end do

Step 2. Construction of cones of the maximal dimension.

\( I := \{1, \ldots, n\} \)
\( J := \{n + 1, \ldots, d\} \)

for \( i \) from 1 to number of elements in \( \text{cone} \) list do
  \( K := \) intersection of \( \text{cone} \) list and \( I \)
  \( L := \) intersection of \( \text{cone} \) list and \( J \)
  \( QS := \text{Split} (J \setminus L) \)
  for \( j \) from 1 to number of elements in \( QS \) do
    \( KLQS := \) add to \( KLQS \) list of elements \([K, L, QS_j]\)
  end do
end do

for \( i \) from 1 to number of elements in \( KLQS \) do
  \( EV := \) add to \( EV \) list of elements \([(KLQS_i)_1 \cup (KLQS_i)_2 \cup (KLQS_i)_3, (KLQS_i)_2 \cup (KLQS_i)_4]\)
end do

\( CL := \) empty list

for \( i \) from 1 to number of elements in \( EV \) do
  \( cone := \) empty list
  for \( j \) from 1 to number of elements in \( (EV_i)_2 \) do
    \( cone := \) add to \( cone \) element \(((EV_i)_2)_j + d - n\)
  end do
  \( CL := \) add to \( CL \) \([(EV_i)_1, cone]\)
end do

return([list of \( e_i \), list of \( v_i \)], \( CL \))

The procedure \( \text{Split} (S) \) gives all possible combinations of sets \( S_1, S_2 \) such that \( S_1 \cup S_2 = S \).

\( \text{Split} := \text{procedure} (S) \)
\( P := \) set of all subsets of \( S \)

for \( i \) from 1 to number of elements in \( P \) do
  \( t_i := \) list of \([S_i, S \setminus S_i]\)
end do

return(list of \( t_i \))

end procedure
3 Examples

The following examples were used to test the above-described algorithm of construction the “larger” toric variety for each given “smaller” variety. The algorithm was implemented in Maple computer algebra system.

Example 1. For $\mathbb{P}^2$ the “larger” toric variety is $\mathbb{P}^3$. In general, for $\mathbb{P}^n$ which fan is given by the vectors

$$v_1 = (1,0, \ldots, 0), \ldots, v_n = (0, \ldots, 0, 1), v_{n+1} = (-1, \ldots, -1)$$

where each three vectors generate a cone of maximal dimension, the “larger” toric variety will be $\mathbb{P}^n_{n+1}$ with the fan generated by

$$e_1 = (1,0, \ldots, 0), \ldots, e_{n+1} = (0, \ldots, 0, 1), v_{n+1} = (-1, \ldots, -1)$$

where each three vectors generate a cone of maximal dimension as well.

Example 2. For $\mathbb{P}_1 \times \mathbb{P}_1$ with the fan given by

$$v_1 = (1,0), v_2 = (0,1), v_3 = (-1,0), v_4 = (0,-1)$$

with 2-dimensional cones generated by

$$\langle v_1, v_2 \rangle, \langle v_2, v_3 \rangle, \langle v_3, v_4 \rangle, \langle v_4, v_1 \rangle,$$

the “larger” toric variety is $\mathbb{P}^2 \times \mathbb{P}^2$. Its fan is spawned by the 4-dimensional vectors

$$e_1 = (1,0,0,0), e_2 = (0,1,0,0), e_3 = (0,0,1,0), e_4 = (0,0,0,1),$$

$$v_3 = (-1,0,-1,0), v_4 = (0,-1,0,-1)$$

where 4-dimensional cones are generated by

$$\langle e_1, e_2, v_3, v_4 \rangle, \langle e_1, e_2, e_3, v_4 \rangle, \langle e_1, e_2, e_3, e_4 \rangle, \langle e_2, e_3, v_3, v_4 \rangle,$$

$$\langle e_2, e_3, e_4, v_3 \rangle, \langle e_1, e_4, v_3, v_4 \rangle, \langle e_1, e_4, v_3, v_4 \rangle, \langle e_1, e_3, e_4, v_3 \rangle.$$.

In general, for $(\mathbb{P}_1)^n$ the “larger” toric variety will be $(\mathbb{P}_2)^n$.

Example 3. For the so called hybrid of $\mathbb{P}^2$ and $\mathbb{P}_1 \times \mathbb{P}_1$ — a toric variety given by the fan

$$v_1 = (1,0), v_2 = (0,1), v_3 = (-1,0), v_4 = (0,-1), v_5 = (-1,-1)$$

with 2-dimensional cones generated by

$$\langle v_1, v_2 \rangle, \langle v_2, v_3 \rangle, \langle v_3, v_4 \rangle, \langle v_4, v_5 \rangle, \langle v_5, v_1 \rangle,$$

the resulting variety will be given by the fan

$$e_1 = (1,0,0,0,0), e_2 = (0,1,0,0,0), e_3 = (0,0,1,0,0), e_4 = (0,0,0,1,0), e_5 = (0,0,0,0,1),$$

$$v_3 = (-1,0,-1,0,0), v_4 = (0,-1,0,-1,0), v_5 = (-1,-1,0,0,-1)$$

with 5-dimensional cones generated by the following 5-tuples

$$\langle e_1, e_2, v_3, v_4, v_5 \rangle, \langle e_1, e_2, e_3, v_4, v_5 \rangle, \langle e_1, e_2, e_3, v_3, v_4, v_5 \rangle, \langle e_1, e_2, e_3, e_4, v_5 \rangle,$$

$$\langle e_2, e_3, v_3, v_4, v_5 \rangle, \langle e_2, e_3, e_4, v_3, v_5 \rangle, \langle e_2, e_3, e_4, v_3, v_4 \rangle, \langle e_2, e_3, v_3, v_4, v_5 \rangle, \langle e_2, e_3, e_4, v_3, v_5 \rangle,$$

$$\langle e_3, e_4, v_3, v_4, v_5 \rangle, \langle e_3, e_5, v_3, v_4, v_5 \rangle, \langle e_1, e_5, v_3, v_4, v_5 \rangle, \langle e_1, e_5, e_4, v_3, v_4, v_5 \rangle, \langle e_1, e_5, v_3, v_4, v_5 \rangle, \langle e_1, e_5, e_4, v_3, v_5 \rangle, \langle e_1, e_5, e_4, v_3, v_5 \rangle.$$
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Abstract

Firewalls provide efficient security services if they are correctly configured. Unfortunately, configuring a firewall is well known highly error prone and work-intensive if performed manually and become infeasible in the presence of a large number of rules in a firewall configuration. Therefore, there is a need of automated methods to analyze, detect and correct misconfigurations. Prior solutions have been proposed but we note their drawbacks are threefold: First, common approaches deal only with pairwise filtering rules. In such a way, some other classes of configuration anomalies could be uncharted. Second, they did not distinguish the intended firewall conflicts from the effective misconfgurations. Third, although anomalies resolution is a tedious task, it is generally given to the network administrator.

We present, in this paper, a formal approach whose contributions are the following: Detecting new classes of anomalies, bringing out real misconfigurations and finally, proposing automatic resolution method by considering the security policy. We prove the soundness of our method. The first results we obtained are very promising.

1 Introduction

The function of the firewall is to supervise data flow and to decide what to accept or to reject based on an ordered list of filtering rules defined by the network administrator according to the requirement of the global security policy. Unfortunately, configuring firewall rules is a tedious task due to, essentially, the complexity and interdependency of filtering rules. As an example, consider a typical enterprise network shown in Fig. 1. The global security policy that should be implemented is described as follows:

- Machine M1 cannot access Zone2.
- All users in Zone1 except M1 can access the Web Server.

We can note that the rules of the firewall configuration are consistent with the global security policy $SP$ as filtering rules of firewalls are, generally, processed from the top down, and the first match wins. Although no misconfigurations are identified, most related studies [6, 16, 5] present the conflict between rules $r_1$ and $r_2$ as a purely syntactic anomaly, called Correlation, since these two rules handle common packets with different actions.

Once reporting a conflict, the decision is left up to the network administrator to decide whether it is a misconfiguration. If it is the case, he should correct the configuration by ensuring not altering the firewall behavior and not violating the security policy. This task is more complex than it appears at first glance especially when a large number of filtering rules are deployed.

There are numerous studies [6, 5, 11, 10, 16, 12] on anomalies detection and resolution in firewall configuration. In these methods, detection algorithms presented are based on the analysis of pairwise rules. In this way, errors due to the union of rules are not explicitly considered. Hu et al [8, 9] propose
a new anomaly management framework (FAME). The proposed idea to resolve anomalies is based on calculating a risk level that permits, in some cases, users to manually select the appropriate strategies for resolving the conflict. In such a way, the administrator can make wrong choices. Firewall Builder [7] and Athena Firepac [3] provide a detection of anomalies in the set of filtering rules. Nevertheless, this discovery mechanism only detects trivial equality or inclusion or shadowing between the filtering rules and did not provide an automatic resolution of the detected conflicts. In [1] authors present a firewall analysis engine named Fang, based on a combination of a graph algorithm and a rule-base simulator.

Some interesting work has been done on firewall configuration and security policy verification [2, 15, 13]. Alex X. Liu [2] proposes a firewall verification method. But, all the work on this paper is on a conflict free configuration. Or, in most cases firewall rules are conflicted. Matsumoto and Bouhoula [15] propose a SAT based approach for verifying firewall configurations with respect to the security policy requirements. Ben Youssef and Bouhoula [13] propose an automatic method for checking whether a firewall is well configured according to a global security policy. This formal method does not allow to automatically correct anomalies. FINSAT [14], [4] incorporates ACL (Access Control List) conflict analysis procedure for detecting various types of ACL rule conflicts in the model using Boolean satisfiability (SAT) analysis. The conflicts are reported as ”error(s)” in case of SAT result with satisfiable instances. Then, the Network administrator need to reconfigure by himself the ACL rules depending on the results because the tool does not provide an automatic correction.

In this paper, we propose new techniques allowing the automatic detection and correction of centralized-firewall misconfigurations. Our approach allow to detect new classes of anomalies and help the network administrator to automatically distinguish and correct effective misconfigurations.

This paper is organized as follows: Section 2 overviews the typical definitions of anomalies and the formal representation of firewall configurations and security policies. In section 3, we present our new classification of filtering rules anomalies. In section 4, we articulate our approach to detect and resolve firewall misconfigurations. Finally, we present our conclusions and discuss our plans for future work.

2 Formal Definitions

2.1 Firewall Configuration

We consider a finite domain \( \mathcal{P} \) containing all the headers of packets possibly incoming to or outgoing from a network.

A simple firewall configuration is a finite sequence of filtering rules of the form \( FR = (r_i \Rightarrow A_i)_{0 \leq i < N + 1} \). These rules are tried in order, up to the first matching one. A filtering rule consists of a precondition...
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Figure 2: Firewall configuration

$r_i$, which is a region of the packet’s space, usually, consisting of source address, destination address, protocol and destination port. Each right member $A_i$ of a rule of $FR$ is an action defining the behavior of the firewall on filtered packets: $A_i \in \{\text{accept, deny}\}$.

We consider the function $\text{dom}(r_i)$ which maps each $r_i$ into the subset of $\mathcal{P}$ and represents the domain of $r_i$ (Set of packets handled by $r_i$). Fig. 2 illustrates a schematic Firewall configuration where domain of each filtering rule is depicted as rectangles and actions by different fillings.

2.2 Security Policy

A security policy (SP) is a set $\mathcal{SP}$ of formulas defining whether packets are accepted or denied. We consider a security policy which is presented as a finite unordered set of directives. For example, a directive could be as follows:

- A network net1, except the machine A, has the right to access to the FTP service provided by a server S located in the network net2.

**Definition** (Absence of misconfigurations) A firewall configuration is compatible with $\mathcal{SP}$ if and only if the action handled by $FR$ is the same as defined in $\mathcal{SP}$.

3 Our Classification of Anomalies

We divide anomalies in two principal classes: Class1 (class based on superfluous rules) and Class2 (class based on conflicting rules).

3.1 Superfluous Rules-Class Anomalies

A rule is superfluous if and only if it is redundant to other subsequent rule(s), shadowed by previous rule(s) or partially shadowed/Partially redundant.

3.1.1 Shadowing

A rule is shadowed when some/all previous rules match all the packets that match this rule, such that the shadowed rule will never be selected. In other words, $r_i$ is shadowed by a finite sequence of rules $T$ ($T = \cup_{j<i}\{r_j\}$) iff the domain of $r_i$ is included in the domain of $T$. Formally:

A rule $r_i$ is shadowed iff for all packets $p \in \mathcal{P}$, if $p \in \text{dom}(r_i)$ then there exists at least a rule $r_j$ with
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3.1.2 Redundancy

A rule $r_i$ is redundant to some/all subsequent rules if the action undertaken by this rule $r_i$ for all packets it matches, will be the same once removed. Formally:

A rule $\{r_i \Rightarrow A\}$ is redundant iff for all packets $p \in \mathcal{P}$, if $p \in dom(r_i) \setminus \bigcup_{j<i} \{dom(r_j)\}$. Then, there exists at least one rule $\{r_k \Rightarrow A\}$, such that $p \in dom(r_k) \setminus \bigcup_{j<m<k} \{dom(r_m)\}$.

This is the case for rule $r_6$ which is redundant to $r_7$ and $r_9$ in the firewall configuration of Fig. 2. All packets in $dom(r_6)$ will be accepted by $r_7$ and $r_9$.

3.1.3 Partially Shadowing/Partially Redundancy

A rule $r_i$ is partially shadowed /partially redundant when some/all previous rules match some packets that match this rule, given that the shadowed part of the rule will never be selected and the action undertaken by this rule $r_i$ for the other packets (not matched by shadowed part) will be the same once removed. Formally:

A rule $r_i$ is partially shadowed /partially redundant iff for all packets $p \in \mathcal{P}$, if $p \in dom(r_i)$ then there exists at least a rule $r_j$ with $j < i$ such that $p \in dom(r_j)$. Or, there exists at least one rule $\{r_k \Rightarrow A\}$, such that $p \in dom(r_k) \setminus \bigcup_{j<m<k} \{dom(r_m)\}$.

For example, in Fig. 2, we can note that $r_2$ is partially shadowed by $r_1$ and partially redundant to $r_4$.

3.2 Conflicting Rules-Class Anomalies

Existing conflict classification methods [6, 11] only consider a conflict between two rules as an inconsistent relation between these rules without considering the entire firewall configuration. For example, in Fig. 2, the common existing classifications report that $r_1$ is correlated with $r_2$ and $r_2$ is correlated with $r_3$. But the conflicting part between $r_2$ and $r_3$ is masked by $r_1$ and will never be selected. So in reality, and if we consider only the applied parts in the firewall configuration, there is no conflict between $r_2$ and $r_3$. In this context, we define new conflicting rules-class anomalies:

3.2.1 Correlation

$r_i$ and $r_j$ are correlated if the intersection $H$ of their domains is not empty and $H$ is not shadowed by previous rules and the actions of both rules are different. Formally:

A rule $\{r_i \Rightarrow A\}$ is correlated with rule $\{r_j \Rightarrow \overline{A}\}$ ($j < i$) iff there exists at least a packet $p \in \mathcal{P}$, such that $p \in dom(r_i)$ and $p \in dom(r_j)$ and $p \notin \bigcup_{k<j} \{dom(r_k)\}$.

For example, in Fig. 2, we can note that $r_7$ and $r_8$ are correlated. The conflicting flow between these two rules is the set $A$ shown in Fig. 2.

3.2.2 Generalization

$r_j$ generalizes $r_i$ if the domain of $r_i$ is included in the domain of $r_j$ and the actions of both rules are different and $r_i$ is not totally shadowed by its previous rules. Formally:

$\{r_j \Rightarrow \overline{A}\}$ generalizes a rule $\{r_i \Rightarrow A\}$ iff for all packets $p \in \mathcal{P}$, if $p \in dom(r_i)$ then $p \in dom(r_j)$ with $i < j$ such that $p \notin \bigcup_{k<i} \{dom(r_k)\}$.

For example, in Fig. 2, we can note that $r_9$ generalizes $r_4$. The conflicting flow between these two rules is the set $B$ shown in Fig. 2.
4 Inference Systems for Discovering and Resolving Firewall Misconfigurations

In this section, we propose our approach as inference systems for discovering and resolving the two classes of firewall configuration anomalies presented in previous section.

4.1 Inference system for analyzing superfluous rules-class anomalies

In this section, we propose an approach to optimize a firewall configuration by detecting and removing all the superfluous rules defined in section 3. In fact, we propose our first inference system presented in Fig. 3. Its principle is as follows: The derived sets FC\text{\textit{accept}} and FC\text{\textit{deny}} are checked before and after removing each rule \( r_i \) in \( FR \). If the sets remain unchanged, \( r_i \) is considered as superfluous and can be removed. FC represents the initial firewall configuration \( FR \) (before removing the superfluous rules).

We write 
\[ C \vdash_{FR} C' : C' \text{ is obtained from } C \text{ by application of one of the inference rules of Fig. 3 (note that } C' \text{ may be } FR \text{ or updated version of } FR \text{ which is } R \text{) and we denote by } \vdash_{FR} \text{ the reflexive and transitive closure of } \vdash_{FR}. \]

**Definition** Let us consider \( FR_1 \) and \( FR_2 \) two distinct firewall configurations. We say that \( FR_1 \) and \( FR_2 \) are semantically equivalent if and only if \( FR_A^1 = FR_A^2 \) for all \( A \in \{\text{accept, deny}\} \).

**Theorem** If \( (FR, \emptyset) \vdash_{FR} \text{Stop} \), then \( FR \) and \( R \) are semantically equivalent.

**Proof** If \( (FR, \emptyset) \vdash_{FR} \text{Stop} \), then either all steps and not last one are follow. In such case, \( R_A = FR_A \). Or either, at least the rule remove_rule applies on a rule \( r \Rightarrow A \) where \( FR_A = FR_A \setminus \text{dom}(ri) \). Let \( D = \cup_i \text{dom}(ri) \). We can so show by induction on \( i \) that \( R_A = FR_A \setminus \text{dom}(ri) = FR_A \). Therefore, \( FR \) and \( R \) are semantically equivalent.

Figure 3: Inference system for the elimination of all superfluous rules

4.2 Inference systems for analyzing conflicting rules-class anomalies

4.2.1 Discovering Conflicting rules-class anomalies

The rules of the system in Fig. 4 apply to quadruple \( (FR, Anomalies, S, PC) \) whose first component \( FR \) is a sequence of filtering rules describing the firewall configuration and whose second component Anomalies represents the list of anomalies detected and whose third component \( S \) is a subset of all packets filtered by anomalies-rules already detected. Anomalies and \( S \) are respectively initialized to an empty set. The fourth component \( PC \) represents the preceding rules of a given rule \( \{ r_i \Rightarrow A_i \} \) in the firewall configuration. Detect\_Ay is the main inference rule for the inference system shown in Fig. 4, it deals with the filtering rule \( \{ r_i \Rightarrow A_i \} \) with \( A_i \in \{\text{accept, deny}\} \), of \( FR \) given in the quadruple. The condition for the application of Detect\_Ay is that the intersection between the packets \( \text{dom}(ri) \) filtered by
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Figure 4: Inference system for discovering conflicting rules-class anomalies

the rule \(r_i\) and packets \(\text{dom}(r_k)\) filtered by a preceding rule \(r_k\) belonging to the previous configuration \(PC\) and not handled by \(S\) is not empty, i.e., we detect an anomaly (Correlation or Generalization) between the two rules \(r_i\) and \(r_k\) iff the intersection between these two rules is not totally masked by their preceding rules. So, \(S\) represents the set of conflicting packets of anomalies already detected. Applying this rule updates the list of anomalies by inserting a new anomaly represented by the triples \((r_i, r_k, \text{Rcorr})\).

**Theorem** If \((FR, \emptyset, \emptyset, \emptyset) \vdash^*_{FR} \text{Stop}\), then all \(\text{Rcorr}\) sets in \(\text{Anomalies}\) tuples are disjoint.

**Proof** Suppose that \(\exists \text{Anomalies}_i, \text{Anomalies}_j\) with \(i < j\) such that \(\text{Rcorr}_i \cap \text{Rcorr}_j \neq \emptyset\). In such case, \(\exists l < j\) such that \(\text{Rcorr}_i \cap ((\text{dom}(r_j)) \setminus S_j) \neq \emptyset\). With \(S_j = \cap_i \text{Rcorr}_i\). However, \(R_i \subset S_j\). Thus, \(\text{Rcorr}_j \cap ((\text{dom}(r_j)) \setminus \text{dom}(r_i)) \setminus S_j = \emptyset\) Which is a contradiction. Therefore, we conclude that all \(\text{Rcorr}\) sets in \(\text{Anomalies}\) tuples are distinct.

4.2.2 Resolving Conflicting rules-class anomalies

For each anomaly \(\{(r_i \Rightarrow A_i), (r_k \Rightarrow \overline{A_k}), \text{Rcorr}\}\), we verify whether the conflicting part between \(r_i\) and \(r_k\) and not handled by all previous rules (i.e., \(\text{Rcorr}\)) have the same action in \(FR\) and in \(SP\). If it is not the case, the conflict is considered to be misconfiguration and we should correct it. In other words, if we have a conflict between two rules and the conflicting part take the same action in \(SP\) and in \(FR\), then, we should maintain our configuration file unchanged because this anomaly is intended. Thus, we define this notion which serves as foundation of our correction approach. The inference system in Fig. 5, contains three inference rules responsible for the whole process of the correctness of the firewall misconfigurations.

Correct is the main inference rule. It deals with the first anomaly \(\{(r_i \Rightarrow A_i), (r_k \Rightarrow \overline{A_k}), \text{Rcorr}\}\) applying this rule updates the firewall configuration by inserting new rules \(\text{Cr}(\text{Dom}(\text{Rcorr}) \cap (SP^{(A_i)}))\) at the top of the \(FR\) while guaranteeing the same effect with respect to the conflict resolution, we can insert these rules at any position before \(r_k\) in the firewall configuration but we choose to insert them in the top of the sequence of rules to facilitate their identification by the administrator. The rules to insert are converted using the function \(\text{Cr}(p)\) with \(p \in P\). This function converts each subset of packets into a finite sequence of rules that matches essentially these packets. Hence, successful repeated application of Correct ensures the correction of the firewall configuration with respect to the security policy. The stop rule in the inference system is applied when we parse all the anomalies of the list \(\text{Anomalies}\).

The identification of misconfigurations is implicitly determined in our proposal. In fact, if \(\text{Rcorr} \cap SP^{A_i}\) (with \(\overline{A_k}\) is the action of \(r_k\)) is empty then we have not to insert new rules before \(r_k\) and we maintain our FR configuration unchangeable, so we implicitly mentioned here that the anomaly \(\{(r_i \Rightarrow A_i), (r_k \Rightarrow \overline{A_k}), \text{Rcorr}\}\) is not a misconfiguration because the conflicting flow take the same action in \(SP\) and in \(FR\).
An anomaly is not considered to be a misconfiguration if and only if the action undertaken by the firewall \( FR \) for the conflicting part \( R_{corr} \) is the same as defined by the security policy \( SP \).

**Theorem** If \( (\text{Anomalies}, FR) \vdash_{FR} \text{Stop} \) then all anomalies are not considered to be misconfigurations.

**Proof** If \( \text{Anomalies}, FR \vdash_{FR} \text{Stop} \) then the inference rule correct is applied for each tuple anomaly \( \text{Anomalies} \) corresponding to a rule \( r_i \Rightarrow A_i \). Let \( C = R_{corr} \cap SP^{A_i} \). When \( C \neq \emptyset \), an anomaly \( Ay \) is considered as a misconfiguration since all packets belonging to \( C \) were in the process of undertaken a wrong action \( \overline{A}_i \). As proved in theorem 2, the set \( R_{corr} \) is distinct from each conflicting domain \( R_{corr}^j \), with \( j < i \). Applying the inference rule correct permits to add filtering rules matching the set \( C \) at the beginning of \( FR \). By this way, the action \( A \) imposed by \( SP \) for packets in \( C \) is carried out. Therefore, successful repeated applications of the inference rule correct ensures that all anomalies are not considered to be misconfigurations.

## 5 Conclusion

In this paper we present our approach to classify, detect and correct firewall misconfigurations. The work presented provides essentially two mechanisms. First, we extract the misconfigurations in the firewall filtering rules, and second, we resolve these misconfigurations with respect to the requirement of the global security policy. The major contributions of the work can be stated as follows:

- The identification of all types of anomalies and the accurate designation of all rules involved in a given anomaly.
- The ability to make a distinction between intended anomalies and effective misconfigurations by considering the requirements of the security policy.
- The resolution approach is automatic since the security requirements are taken into account.

We believe that there is more to do in the firewall configuration management area. Our future research plan includes extending the proposed tool to detect and correct misconfigurations in a distributed environment. Our future work also includes optimizing proposed methods to correct misconfigurations.
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