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Abstract

Consider the problem: given a real number x and an error bound ε,
find an interval such that it contains

√
x and its width is less than ε.

One way to solve the problem is to start with an initial interval and
repeatedly to update it by applying an interval refinement map on it until
it becomes narrow enough. In this paper, we prove that the well known
Secant-Newton map is the optimal among a certain family of natural
generalizations.

Keywords: square root, interval, secant, Newton, contracting
AMS subject classifications: 65G20, 65G30

1 Introduction
Computing the square root of a given real number is a fundamental operation. Natu-
rally, various numerical methods have been developed [4, 9, 11, 6, 7, 5, 3, 1, 2, 10, 8].
In this paper, we consider an interval version of the problem [7, 1, 8]: given a real
number x and an error bound ε, find an interval such that it contains

√
x and its

width is less than ε. One way to solve the problem starts with an initial interval and
repeatedly updates it by applying a refinement map, say R, on it until it becomes
narrow enough (see below).
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in: x > 0, ε > 0

out: I, interval such that
√

x ∈ I and width(I) ≤ ε

I ← [min(1, x), max(1, x)]

while width(I) > ε

I ← R(I, x)

return I

A well known refinement map R, tailored for square root, is obtained by combining the
secant map and the Newton map where the secant/Newton map is used for determining
the lower/upper bound of the refined interval, that is,

R : [L, U ], x 7→

[

L +
x− L2

L + U
, U +

x− U2

2U

]

which can be easily derived from Figure 1.1 2 A question naturally arises. Is there any

L L ' UU 'x

Figure 1: Derivation of Secant-Newton map

refinement map which is better than Secant-Newton? In order to answer the question
rigorously, one first needs to fix a search space, that is, a family of maps in which we
search for a better map. In this paper, we will consider the family of all the “natural
generalization” of Secant-Newton map. The above picture shows that Secant-Newton
map is contracting, that is, L ≤ L′ ≤

√
x ≤ U ′ ≤ U . Furthermore, it “scales properly”,

that is, if we multiply
√

x, L and U by a number, say s, then L′ and U ′ are also
multiplied by s. This is due to the fact that the numerators are quadratic forms in√

x, L and U and the denominators are linear forms. These observations suggest the

1An anonymous referee made an interesting observation that the Secant-Newton map can
be also viewed as an instance of the interval Newton map with slope:

[L, U ], x 7→ m −
m2 − x

m + [L, U ]

where m ∈ [L, U ]. If we choose m = U then it is identical to the Secant-Newton map.
2It is important to note that there are faster non-interval algorithms for computing square

roots [6, 5, 3, 2]. They are based on static error analysis, auto-corrective behavior of Newton
map, etc. However, in this paper, we restrict our investigation to interval methods because the
current work is carried out as a preliminary study, in the hope of identifying conceptual and
technical tools for finding an optimal method for solving polynomial equations. Interval based
methods have the benefit of providing a uniform paradigm for such larger class of problems.
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following choice of a search space: the family of all the maps with the form

R : [L, U ], x 7→ [L′, U ′]

L′ = L +
x + p0L

2 + p1LU + p2U
2

p3L + p4U

U ′ = U +
x + q0U

2 + q1UL + q2L
2

q3U + q4L

such that
L ≤ L′ ≤

√
x ≤ U ′ ≤ U

which we will call contracting quadratic maps. By choosing the values for the pa-
rameters p = (p0, . . . , p4) and q = (q0, . . . , q4), we get each member of the family.
For instance, Secant-Newton map can be obtained by setting p = (−1, 0, 0, 1, 1) and
q = (−1, 0, 0, 2, 0).

The main contribution of this paper is the finding that Secant-Newton map is the
optimal among all the contracting quadratic maps. By optimal, we mean that the
output interval of Secant-Newton map is always proper subset of that of all the other
contracting quadratic maps, as long as

√
x resides in the interior of the input interval.

The paper is structured as follows. In Section 2, we precisely state the main claim
of the paper. In Section 3, we prove the main claim.

2 Main Result
In this section, we will make a precise statement of the main result informally described
in the previous section. For this, we recall a few notations and notions.

Definition 1 (Quadratic map). We say that a map

R : [L, U ], x 7→ [L′, U ′]

is a quadratic map if it has the following form3

L′ = L +
x + p0L

2 + p1LU + p2U
2

p3L + p4U

U ′ = U +
x + q0U

2 + q1UL + q2L
2

q3U + q4L

We will denote such a map by Rp,q.

Definition 2 (Secant-Newton map). The Secant-Newton map is the quadratic map
Rp∗,q∗ where p∗ = (−1, 0, 0, 1, 1) and q∗ = (−1, 0, 0, 2, 0), namely

Rp∗,q∗ : [L, U ], x 7→ [L∗, U∗]

where

L∗ = L +
x− L2

L + U

U∗ = U +
x− U2

2U

3A careful reader would be concerned about the possibility of the denominators becom-
ing 0, making the expressions undefined. Fortunately it will turn out that these cases will be
naturally eliminated in the subsequent discussions.
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Definition 3 (Contracting quadratic map). We say that a map

R : [L, U ], x 7→ [L′, U ′]

is a contracting quadratic map if it is a quadratic map and

∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ L ≤ L′ ≤
√

x ≤ U ′ ≤ U (1)

Now we are ready to state the main result of the paper.

Theorem 1 (Main Result). Let Rp,q be a contracting quadratic map which is not
Rp∗,q∗ (Secant-Newton). Then we have

(a) ∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ Rp∗,q∗([L, U ], x) ⊆ Rp,q([L, U ], x)

(b) ∀
L,U,x

0 < L <
√

x < U =⇒ Rp∗,q∗([L, U ], x) ( Rp,q([L, U ], x)

Remark 1. It is important to pay a careful attention to a subtle difference between
the two claims (a) and (b). In the first claim,

√
x is allowed to lie on the boundary of

the input interval, namely
√

x = L or
√

x = U . In the second claim,
√

x is required to
lie in the interior of the input interval.

Remark 2. The first claim states that Secant-Newton map is never worse than any
other contracting quadratic map as along as

√
x resides in the input interval. The sec-

ond claim states that Secant-Newton map is always better than all the other contracting
quadratic maps as long as

√
x resides in the interior of the input interval.

3 Proof
In this section, we will prove the main result (Theorem 1). For the sake of easy
readability, the proof will be divided into several lemmas, which are interesting on
their own. The main theorem follows immediately from the last two lemmas (Lemmas
6 and 7).

Lemma 2. Let Rp,q be a contracting quadratic map. Then we have

p0 = −1 p1 = 0 p2 = 0

q0 = −1 q1 = 0 q2 = 0

Proof. Let Rp,q be a contracting quadratic map. Then p, q satisfy the condition (1).
The proof essentially consist of instantiating the condition (1) on x = L2 and x = U2.

By instantiating the condition (1) with x = L2 and recalling the definition of L′,
we have

∀
L,U

0 < L ≤ U =⇒ L +
L2 + p0L

2 + p1LU + p2U
2

p3L + p4U
= L

By simplifying, removing the denominator and collecting, we have

∀
L,U

(L, U) ∈ D =⇒ g (L, U) = 0

where

D = {(L, U) : 0 < L ≤ U}

g (L, U) = (1 + p0)L
2 + p1LU + p2U

2
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Since the bivariate polynomial g is zero over the 2-dim real domain D, it must be
identically zero. Thus its coefficients 1 + p0, p1 and p2 must be all zero.

By instantiating the condition (1) with x = U2 and recalling the definition of U ′,
we have

∀
L,U

0 < L ≤ U =⇒ U +
U2 + q0U

2 + q1UL + q2L
2

q3U + q4L
= U

By simplifying, removing the denominator and collecting, we have

∀
L,U

(L, U) ∈ D =⇒ h (L, U) = 0

where

D = {(L, U) : 0 < L ≤ U}

h (L, U) = (1 + q0) U2 + q1UL + q2L
2

Since the bivariate polynomial h is zero over the 2-dim real domain D, it must be
identically zero. Thus its coefficients 1 + q0, q1 and q2 must be all zero.

Lemma 3. Let Rp,q be a contracting quadratic map. Then we have

L′ = L +
x− L2

p3L + p4U

U ′ = U +
x− U2

q3U + q4L

Proof. Let Rp,q be a contracting quadratic map. From Lemma 2, we have

p0 = −1 p1 = 0 p2 = 0

q0 = −1 q1 = 0 q2 = 0

Recalling the definition of L′ and U ′, we have

L′ = L +
x− L2

p3L + p4U

U ′ = U +
x− U2

q3U + q4L

The following lemma will be used to simplify the proof of Lemma 5.

Lemma 4. If

∀
X,Y,Z

0 < X < Y < Z =⇒ aX + bY + cZ ≥ 0

then
a + b + c ≥ 0 b + c ≥ 0 c ≥ 0

Proof. Assume

∀
X,Y,Z

0 < X < Y < Z =⇒ aX + bY + cZ ≥ 0
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Let x = X, y = Y −X and z = Z − Y. Then we can rewrite the above as

∀
x,y,z

x, y, z > 0 =⇒ ax + b (x + y) + c (x + y + z) ≥ 0

Hence
∀

x,y,z
x, y, z > 0 =⇒ (a + b + c) x + (b + c) y + cz ≥ 0

Thus
a + b + c ≥ 0 b + c ≥ 0 c ≥ 0

Lemma 5. Let Rp,q be a contracting quadratic map. Then we have

p3 + p4 − 2 ≥ 0 p4 − 1 ≥ 0
q3 + q4 − 2 ≥ 0 q3 − 2 ≥ 0

Proof. Let Rp,q be a contracting quadratic map. Using Lemma 3, we can rewrite the
condition (1) as

∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ L ≤ L +
x− L2

p3L + p4U
≤
√

x ≤ U +
x− U2

q3U + q4L
≤ U

Simplifying and splitting, we have

∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ 0 ≤
(
√

x− L) (
√

x + L)

p3L + p4U
≤
√

x− L

∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ 0 ≤
(U −

√
x)(U +

√
x)

q3U + q4L
≤ U −

√
x

By restricting the universal quantification to
√

x 6= L and
√

x 6= U, we have

∀
L,U,x

0 < L <
√

x < U =⇒ 0 ≤
√

x + L

p3L + p4U
≤ 1

∀
L,U,x

0 < L <
√

x < U =⇒ 0 ≤
√

x + U

q3U + q4L
≤ 1

By canceling the denominators, we have

∀
L,U,x

0 < L <
√

x < U =⇒
√

x + L ≤ p3L + p4U

∀
L,U,x

0 < L <
√

x < U =⇒
√

x + U ≤ q3U + q4L

By rewriting it, we have

∀
L,U,x

0 < L <
√

x < U =⇒ (p3 − 1) L−
√

x + p4U ≥ 0

∀
L,U,x

0 < L <
√

x < U =⇒ q4L−
√

x + (q3 − 1) U ≥ 0

From Lemma 4, we have

(p3 − 1) + (−1) + (p4) ≥ 0 (−1) + (p4) ≥ 0 (p4) ≥ 0
(q4) + (−1) + (q3 − 1) ≥ 0 (−1) + (q3 − 1) ≥ 0 (q3 − 1) ≥ 0

Simplifying, we finally have

p3 + p4 − 2 ≥ 0 p4 − 1 ≥ 0
q3 + q4 − 2 ≥ 0 q3 − 2 ≥ 0
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Now we are ready to prove the two claims in Main Theorem. The following lemma
(Lemma 6) will prove the claim (a) and the subsequent lemma (Lemma 7) will prove
the claim (b).

Lemma 6 (Main Theorem (a)). Let Rp,q be a contracting quadratic map which is not
Rp∗,q∗ (Secant-Newton). Then we have

∀
L,U,x

0 < L ≤
√

x ≤ U =⇒ Rp∗,q∗([L, U ], x) ⊆ Rp,q([L, U ], x)

Proof. Let Rp,q be a contracting quadratic map which is not Rp∗,q∗ (Secant-Newton),
that is, p 6= p∗ or q 6= q∗. Let L, U, x be arbitrary such that 0 < L ≤

√
x ≤ U. We

need to show
Rp∗,q∗([L, U ], x) ⊆ Rp,q([L, U ], x)

Note

Rp∗,q∗([L, U ], x) ⊆ Rp,q([L, U ], x)

⇐⇒ L′ ≤ L∗ ∧ U∗ ≤ U ′

⇐⇒ L + x−L2

p3L+p4U
≤ L + x−L2

L+U

∧

U + x−U2

2U
≤ U + x−U2

q3U+q4L

(Due to Lemma 3)

⇐⇒
(
x− L2

) (
1

L+U
− 1

p3L+p4U

)
≥ 0

∧
(
U2 − x

) (
1

2U
− 1

q3U+q4L

)
≥ 0

⇐⇒
(
x− L2

) (
1

2L+(U−L)
− 1

(p3+p4)L+p4(U−L)

)
≥ 0

∧
(
U2 − x

) (
1

2L+2(U−L)
− 1

(q3+q4)L+q3(U−L)

)
≥ 0

⇐⇒
(
x− L2

) (p3+p4−2)L+(p4−1)(U−L)
(2L+(U−L))((p3+p4)L+p4(U−L))

≥ 0

∧(
U2 − x

) (q3+q4−2)L+(q3−2)(U−L)
(2L+2(U−L))((q3+q4)L+q3(U−L))

≥ 0

⇐⇒
(
x− L2

)
((p3 + p4 − 2)L + (p4 − 1) (U − L)) ≥ 0

∧(
U2 − x

)
((q3 + q4 − 2)L + (q3 − 2) (U − L)) ≥ 0

(Due to Lemma 5)

⇐⇒ true (Due to Lemma 5)

Main Theorem (a) has been proved.

Lemma 7 (Main Theorem (b)). Let Rp,q be a contracting quadratic map which is not
Rp∗,q∗ (Secant-Newton). Then we have

∀
L,U,x

0 < L <
√

x < U =⇒ Rp∗,q∗([L, U ], x) ( Rp,q([L, U ], x)

Proof. Let Rp,q be a contracting quadratic map which is not Rp∗,q∗ (Secant-Newton),
that is, p 6= p∗ or q 6= q∗. Let L, U, x be arbitrary such that 0 < L <

√
x < U. We

need to show
Rp∗,q∗([L, U ], x) ( Rp,q([L, U ], x)
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Following a similar process as in the proof of Lemma 6, we have

Rp∗,q∗([L, U ], x) ( Rp,q([L, U ], x)

⇐⇒ L′ < L∗ ∨ U∗ < U ′ (Due to Lemma 6)

⇐⇒ L + x−L2

p3L+p4U
< L + x−L2

L+U

∨

U + x−U2

2U
< U + x−U2

q3U+q4L

(Due to Lemma 3)

⇐⇒ 1
L+U

− 1
p3L+p4U

> 0

∨
1

2U
− 1

q3U+q4L
> 0

(Since L <
√

x < U)

⇐⇒ 1
2L+(U−L)

− 1
(p3+p4)L+p4(U−L)

> 0

∨
1

2L+2(U−L)
− 1

(q3+q4)L+q3(U−L)
> 0

⇐⇒ (p3+p4−2)L+(p4−1)(U−L)
(2L+(U−L))((p3+p4)L+p4(U−L))

> 0

∨
(q3+q4−2)L+(q3−2)(U−L)

(2L+2(U−L))((q3+q4)L+q3(U−L))
> 0

⇐⇒ (p3 + p4 − 2)L + (p4 − 1) (U − L) > 0
∨
(q3 + q4 − 2)L + (q3 − 2) (U − L) > 0

(Due to Lemma 5)

⇐⇒ p3 + p4 − 2 6= 0 ∨ p4 − 1 6= 0
∨
q3 + q4 − 2 6= 0 ∨ q3 − 2 6= 0

(Due to Lemma 5)

⇐⇒ ¬ (p3 + p4 − 2 = 0 ∧ p4 − 1 = 0 ∧ q3 + q4 − 2 = 0 ∧ q3 − 2 = 0)

⇐⇒ ¬ (p3 = 1 ∧ p4 = 1 ∧ q4 = 0 ∧ q3 = 2)

⇐⇒ ¬ (p = p∗ ∧ q = q∗) (Due to Lemma 2)

⇐⇒ p 6= p∗ ∨ q 6= q∗

⇐⇒ true

Main Theorem (b) has been proved.

4 Conclusion
In this paper we investigated optimal methods for real square root computation by
interval refining. More exactly, we proved that the well known Secant-Newton refine-
ment map is the optimal among its natural generalizations, that is, among the maps
that are contracting and are certain rational functions. This result motivates several
interesting further questions.

• What about n-th root? It is natural to generalize the family of contracting
quadratic maps to contracting degree n maps, that is, rational functions whose
numerators are n-degree forms and whose denominators are (n−1)-degree forms.
One asks what is the optimal map among the family of maps.

• What about dropping the condition “contracting”? Recall that Secant-Newton
map is a particular instance of interval Newton map with slope where m is
chosen to be U (footnote 1). If one chooses a different m value (from U), then
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the interval Newton map with slope is not contracting. In practice, one remedies
this by intersecting the result of the map with [L, U ] before the next iteration.
This trivially ensures that the resulting map is contracting. This motivates a
larger family of maps where a map is defined as a quadratic map composed with
intersection with [L, U ]. Again, one asks what is the optimal map among the
larger family of maps.

We leave them as open problems/challenges for future research.
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