Austrian Grid

[image: image3.png]





Austrian Grid

The Software Architecture of a Grid-enabled Data Management System for SEE-GRID

Document Identifier:
AG-DA-1c-1-2006.doc

Status:
Public

Workpackage:
A1c

Partner(s):
Research Institute for Symbolic Computation (RISC)

Upper Austrian Research (UAR)

Lead Partner:
RISC

WP Leaders:
Wolfgang Schreiner (RISC), Michael Buchberger (UAR)

Delivery Slip


Name
Partner
Date
Signature

From
Károly Bósa
RISC
2006.03.30


Verified by





Approved by





Document Log

Version
Date
Summary of changes
Author

1.0
2006-03-30
Initial Version
See cover on page 3
















The Software Architecture of a Grid-enabled Data Management System for SEE-GRID

Karoly Bosa

Wolfgang Schreiner

Research Institute for Symbolic Computation (RISC)

Johannes Kepler University Linz

{Karoly.Bosa, Wolfgang.Schreiner}@risc.uni-linz.ac.at

Michael Buchberger

Thomas Kaltofen

Department for Medical Informatics

Upper Austrian Research (UAR)

Thomas.Kaltofen@uar.at

März 30, 2006
[image: image3.png][image: image4.png]




5Abstract

1
Introduction
6
2
The Updated “SEE++ to Grid Bridge”
7
2.1
Modified and Extended SEE-GRID Soap Protocol
8
2.1.1
Modified Messages
8
2.1.2
New Messages
9
2.1.3
Planned Messages
11
2.2
User Interface
12
3
Future Software Architecture of SEE-GRID
13
3.1
SEE-GRID Database Services based on WSRF
14
3.1.1
Choosing the Corresponding Axis and Tomcat Versions
14
3.2
Parallel Pathology Fitter
15
3.3
Combining SEE-GRID with the Prototype Version of G-SDAM
15
4
Conclusions
16
5
Acknowledgements
16
References
17


Abstract

SEE-GRID is based on the SEE++ software system for the biomechanical simulation of the human eye. The goal of SEE-GRID is to extend SEE++ in several steps in order to develop an efficient grid-based tool for ``Evidence Based Medicine'', which supports surgeons in choosing optimal surgery techniques for the treatment of certain eye motility disorders.

First, we have developed a grid-enabled version of the simulation of the Hess-Lancaster test, which is a medical examination by which the pathology of the patient can be estimated. Based on this, we work on a pathology fitting algorithm that attempts to give sufficiently close estimations for the pathological reasons of the disorder. Furthermore, we have started to develop a grid enabled distributed database where both real and simulated pathological cases can be collected, sorted and evaluated for improving both the later pathology fitting calculations and the future medical treatments.

In this document, we present some new development on the “SEE++ to Grid Bridge”, by which among other things it is able to interact with the prototype version of the SEE-GRID database component. Then we give an overview on the future architecture of the SEE-GRID software system and outline its proposed components.

Introduction
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Figure 1: The Initial Architecture of SEE-GRID

The design of SEE-GRID is based on the SEE++ software for the biomechanical simulation of the human eye and its muscles. SEE++ was developed in the frame of the SEE-KID project by Upper Austrian Research and the Upper Austria University of Applied Sciences [SEE-KID, Buchberger 2004, Kaltofen 2002]; it simulates the common eye muscle surgery techniques in a graphic interactive way that is familiar to an experienced surgeon. SEE++ offers the possibility to use a client component for user interaction and visualization and a server component for running the actual calculations; the message protocol SOAP is used for communication between the two components.

SEE++ deals with the support of diagnosis and treatment of strabismus, which is the common name given to usually persistent or regularly occurring misalignment of the eyes where eyes point in different directions such that a person may see double images. SEE++ is able to simulate the result of the Hess-Lancaster test, from which the reason for the pathological situation of the patient can be estimated. The outcome of such an examination consists of two gaze patterns of blue points and of red points respectively. The blue points represent the image seen by one eye and the red points the image seen by the simulated other eye; in a pathological situation there is a deviation between the blue and the red points. The default gaze pattern that is calculated from the patient's eye data by SEE++ contains 9 points. Bigger gaze patterns with 21 and 45 are possible and provide more precise results for the decision support in case of some pathologies, but their calculations are more time consuming.

It is also possible to give the measured gaze pattern of a patient as input. In this case, SEE++ takes some default or estimated eye data and modifies a subset of them until the calculated gaze pattern of the simulated eye (red points) matches the measured gaze pattern (green points). This procedure is called pathology fitting. The current pathology fitting algorithm is time consuming (it runs several minutes) and gives only a more or less precise estimation for the pathology of the patient.

The doctors have to spend lots of time with the SEE++ software system waiting for the results. They want to see quickly the results from such a decision support system, but for reaching adequate response times it is not sufficient to use only local computational power. The goal of SEE-GRID is to adapt and to extend SEE++ in several steps and to develop an efficient grid-based tool for ``Evidence Based Medicine'', which supports the surgeons in choosing optimal surgery techniques for the treatments of different syndromes of strabismus.

In the previous phases of the SEE-GRID project, we implemented the “SEE++ to Grid Bridge”. It is the initial component of SEE-GRID [SEE-GRID 2005/1], via which the normal SEE++ clients can get access to the infrastructure of the Austrian Grid (see Figure 1). We have also developed a parallel and grid-enabled version of the gaze pattern calculation. Then, we reported on the current state of the SEE-GRID medical database [Mitterdorfer, 2005] and designed a grid-enabled pathology fitting algorithm [SEE-GRID 2005/3, SEE-GRID 2005/5].

In the last project phase, we updated the “SEE++ to Grid Bridge” such that it becomes compatible with latest version of SEE++ and it can handle the existing prototype version of the SEE-GRID database, see Section 2. Furthermore, we designed the future software architecture of SEE-GRID, see Section 3.
1 The Updated “SEE++ to Grid Bridge”
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Figure 2: Extended Status Information about Gaze Pattern Calculation - The Already Calculated Gaze Points Are Visible

In the last project phase, the development of the “SEE++ to Grid Bridge” had three directions:

· The first direction was to make the bridge compatible with the newest version of SEE++. Namely in the version 6.1 of SEE++, some SOAP messages in the communication protocol was modified such that the client is able to visualize the progress of the gaze pattern calculation. This means, that not only a percental status information is displayed during the gaze pattern calculation, but the already computed gaze points, too 
(see Figure 2).


We extended the “SEE++ to Grid Bridge” in order to be able to collect the intermediate computation results from the SEE++ servers, compose them and send back to the client, see Section.2.1.1.

· The second direction was to adapt the SOAP messages of SEE-GRID database service interface to the “SEE++ to Grid Bridge” such that the SEE++ clients are able to access (more than one) databases via the bridge (see the test dialog window of the SEE++ Client, on Figure 3).

Currently, the bridge loads the contact information of the database services from a configuration file after it started. One of these databases is designated as a default database service in this file. Each saving operation will be forwarded to this default database, while each search operation will be executed on all available database services, see Section 2.1.2.

According to our scenario, the doctors produce data only for their default (or local) databases by the manual insertion of patient data. The data sets may be collected in a grid database by automatic transfer of medical data (like measured gaze patterns, eye model parameters, etc.) entered in local databases as well as by automatic insertion of the computed simulation data. The computed gaze patterns are never stored in databases, because these simulated patterns always depend on the biomechanical eye model used by the SEE-GRID software system; however they can be recalculated/recovered from the stored eye model parameters.

· We also proposed new messages in order that the pathology fitter will be able to access the medical data of the patients, see Section 2.1.3.

1.1 Modified and Extended SEE-GRID Soap Protocol

This section describes the modified, the newly added and some proposed messages of the SEE-GRID communication protocol.

1.1.1 Modified Messages

· Two-Way Message

Request: Poll_Status(Session_Id)

Answer: Percentage, Terminated, Calculated_Points(Coordinates, Visibility, Innervations)
As it can be seen, the new version of the Poll_Status message returns not only the percental status information [SEE-GRID 2005/1], but the data of calculated points, too.  Since the “SEE++ to Grid Bridge” may split the computational task to independent subtasks and distribute them among some SEE++ servers, each Poll_Status message arrived from a client also has to distribute to the corresponding SEE++ servers and then the answers has to be collected and composed into a single answer for the client.

The composition of the already calculated gaze point to a gaze pattern was implemented similarly as in the case of the Poll_Result message [SEE-GRID 2005/1]. There are only some minor differences:

1. Some SEE++ servers may already return some gaze points in the answer of Poll_Result message while others give back just a “null” value (because they have not finish the calculation of any gaze point). This is a problem, because a SEE++ client expects to receive a gaze pattern with the same size as it has sent before (number of the received gaze points has to be the same as before), otherwise it may crash. Hence, we have two possibilities in such a case, either the bridge sends a single “null” value to the client instead of any calculated gaze point, or it has to supplement the missing gaze points data with 0 values. We applied this second solution.

2. Some servers may finish the computation and return their results earlier than the others. In this case, the Poll_Status messages cannot be sent to these servers any more. Therefore, the bridge have to mix the final results computed by these servers with the status information arrived from all the other servers to compose the intermediate gaze pattern for the client (see Figure 2).

1.1.2 New Messages

In [SEE-GRID, 2005/5], we gave a general overview about the prototype version of the SEE-GRID database. Now we present how the communication protocol of “SEE++ to Grid Bridge” was extended with the SOAP messages of the current SEE-GRID database interface. For the implementation of these messages on the side of SEE++ client and the “SEE++ to Grid Bridge”, we used gSOAP [gSOAP, 2005] as before. On the database side, the SOAP functionality was accomplished with Axis [Axis, 2005] in Java.

Most of the parameters used by these messages are quite complex data structures, which are defined and described by a “metamodel-based data model” in [Mitterdorfer, 2005]. 

The only argument, which is located in the parameter list of all messages below, is the record of the user identification data (e.g.: login name, password, etc). These data are not identical with the login name and the password used for accessing the database behind the web service. This information is mapped to the login data given in the message after the user was identified and her access rights were determined [Mitterdorfer, 2005]. So the messages used for accessing the SEE-GRID database component are the followings:

· Two-Way Message

Request: getAvailableInsuranceCompanies (User_Identication_Data)

Answer:  Array_of_Strings
This message is simply forwarded to the default database service with the user identification data and it returns with a list of all registered insurance companies in a string array.

· Two-Way Message

Request: getAvailableCountries (User_Identication_Data)

Answer: Array_of_Records_of_Country_Data

This message is simply forwarded to the default database service with the user identification data and it returns a list of all available regional settings in a string array.

· Two-Way Message

Request: getAvailableLanguages (User_Identication_Data)

Answer:  Array_of_Strings

This message is simply forwarded to the default database service with the user identification data and it returns a list of all available languages in a string array.

· Two-Way Message

Request: saveOrUpdatePersonalData (User_Identication_Data, Record_of_Personal_Patient_Data)

Answer: Record_of_Personal_Patient_Data
This message is simply forwarded to the default database service with the user identification data and personal data (e.g.: name, address, date of birth, social security number, etc.) of a patient. These patient data will be stored in the default database service. The message returns the stored personal data. 

· Two-Way Message

Request: saveOrUpdateMedicalData (User_Identication_Data, Record_of_All_Patient_Data)

Answer: Record_of_All_Patient_Data

This message is simply forwarded to the default database service with the user identification data and all data (all medical data and personal data) of a patient. These patient data will be stored in the default database service. The message returns with the stored patient data. 

· Two-Way Message

Request: findPatient (User_Identication_Data, Record_of_Personal_Patient_Data)

Answer: Array_of_Records_of_Personal_Patient_Data 
The parameters of this SOAP message are the user identification data and a template record of the personal patient data, which contains the search criteria. The message returns with a list of the personal data of all the patients, who fit to the criteria.

Parallel search: The message findPatient is forwarded to all available database services. Then the “SEE++ to Grid Bridge” collects the search results received from the databases into single list and then forwards it to the SEE++ client.

· Two-Way Message

Request: getMedicalData (User_Identication_Data, Record_of_Personal_Patient_Data)

Answer: Record_of_All_Patient_Data

Currently, this message is always forwarded to all available database services. Its parameters are the user identification data and the personal data of a patient. This message returns all data of the first patient, whose personal data fit to the given data. Later, we would like to implement a cache mechanism on the “SEE++ to Grid Bridge” to attempt to avoid the broadcasting of this message to all servers.

· Two-Way Message

Request: deleteMedicalData (User_Identication_Data, Record_of_Personal_Patient_Data)

Answer:  True/False
This message is forwarded to all available database services. Its parameters are the user identification data and the personal data of a patient. This message deletes the medical data of the given patient in all databases (where the user has rights for deletion) and it returns a value “True” if the operation was performed successfully, otherwise the return value is “False”.

· Two-Way Message

Request: deletePatient (User_Identication_Data, Record_of_Personal_Patient_Data)

Answer: True/False

This message is forwarded to all available database services. Its parameters are the user identification data and the personal data of a patient. This message deletes all data of the given patient in all databases (where the user has rights for deletion) and it returns a value “True” if the operation was performed successfully, otherwise the return value is “False”.

1.1.3 Planned Messages

· Two-Way Message

Request: FindSimilarGazePattern(User_Identication_Data, Measured_Gaze_Pattern)

Answer: Array_of_Records_of_All_Patient_Data

This message is proposed to find patients whose (measured) gaze patterns are “similar” to the gaze pattern given in the parameter list. This message can be issued be a SEE++ client (if a doctor looks for patients with similar pathologies) or by the grid-based pathology fitting algorithm, (see Section 3.3). 

Parallel search: The same simple parallel search strategy will be used as in case of the message findPatient. By this, a message FindSimilarGazePattern will be always forwarded from the bridge to all available (grid-based and web service-based) database services and the bridge will collect the results, too.
· Two-Way Message
Request: publish(User_Identication_Data)

Answer: True/False

This message will be used to publish the medical content of (local) default database service in the grid. The message returns a value “True” if the operation was performed successfully, otherwise the return value is “False”. Later, we would like to implement some kind of time stamp mechanism as well, by which the corresponding system components can decide about which data has not been published yet and which published data are not up to date anymore.

1.2 User Interface

[image: image6.wmf]SEE++ Clients

SEE++ Server

GRID (

Globus

)

.

.

.

SEE++ To GRID 

Bridge

SEE++ Server

SEE++ Server

SEE++ Server

SEE++ Clients

SEE++ Server

GRID (

Globus

)

.

.

.

SEE++ To GRID 

Bridge

SEE++ Server

SEE++ Server

SEE++ Server

SEE++ Clients

SEE++ Server

GRID (

Globus

)

.

.

.

SEE++ To GRID 

Bridge

SEE++ Server

SEE++ Server

SEE++ Server


Figure 3: The Temporary Test Dialog Window of the SEE++ Client for the Database Component and the Console of the “SEE++ to Grid Bridge”

This overview on the user interface is only an extension of the one that is described in [SEE-GRID, 2005/1]. Currently, the mentioned medical database service is not available from the latest official version of SEE++. Therefore, we use only a temporary GUI interface (a dialog box) for testing purpose that can be reached from the menu “Help” in SEE++. 

This dialog box has three major parts (see Figure 3). In its upper part, the user can give the URL of a database service (or a “SEE++ to Grid Bridge”), her login name and her password as well as she can save data of the currently edited patient into the given database service or into a XML file by pressing the corresponding button. In the middle part of the database test window, some search criteria can be given for the personal data of the patients and the search can be triggered. The outcome of such a search is always a list of some patients, which can be seen in the bottom part of this window. The user can select any patient form this list and either delete it from the database or load its data into the SEE++ environment by pressing the buttons “delete patient…” or “load patient…”. 

The contact information of the available database services can be displayed on the console of the “SEE++ to Grid Bridge” by the command “dblist”.

2 Future Software Architecture of SEE-GRID
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Figure 4: The Proposed Final Architecture of SEE-GRID (the Dashed Line Denotes the Existing Components) 
In this section, we give an overview on the future architecture of the SEE-GRID software system depicted on Figure 4:

· The current architecture of SEE-GRID (the box in the figure bordered by the dashed line) consists of the web service-based database services, the “SEE++ to Grid Bridge”, the grid-enabled SEE++ servers (which are executed via pre-WS GRAM and perform the gaze pattern calculations) and the SEE++ clients.

· The planned components of SEE-GRID are the grid-based database services (see 
Section 3.1), the parallel grid-enabled pathology fitting application (see Section 3.2) and finally a distributed database services embedded in the G-SDAM software architecture (see Section 3.3). 

· We also intend to make the “SEE++ to Grid Bridge” compatible with WS-GRAM service of GLOBUS 4, such that both the gaze pattern calculations and the mentioned parallel pathology fitting can be executed via it.

2.1 SEE-GRID Database Services based on WSRF

One of the alternatives for establishing grid-based medical data (re)sources is if we deploy SEE-GRID databases as grid services in Globus 4 [Globus, 2005]. In this case, we must develop the parallel/distributed search algorithm, outlined in Section 2.1.3 so that we will be able to access and collect the desired information from the distributed grid-based data sources. For achieving this, we plan to utilize some of the features of the Web Service Resource Framework (see the WSRF services on Figure 4), like

· Resource Properties for discovering the available data source nodes,

· Stateful Services for performing queries and for submitting some computational jobs (see Section 3.3),

· Notification either for reporting the changes in the grid database triggered by different operations (e.g.: insert, update, delete) or for informing the client about the status of the ongoing/finished computations (see Section 3.3) and

· BaseFault for handling the reported faults during the Web Service invocations.

2.1.1 Choosing the Corresponding Axis and Tomcat Versions

Our database component depends on the Apache Tomcat servlet container [Tomcat, 2005]. We made some preliminary tests about how to adapt our database component to the WSRF environment. By these tests, we found that the 1.2RC2 version of the Axis Web Service Framework [Axis, 2005], which is embedded in Globus 4, is not compatible with the Tomcat version 5.5.16, which was used previously together with our database component (and with a newer Axis version). After some investigations, we found out that the Tomcat 5.0.28 and some older versions can be used together with the mentioned Axis version.

2.2 Parallel Pathology Fitter

Pathology fitting is an automatic modification of a subset of the patient's eye model parameters until the calculated gaze pattern matches the measured one. Unfortunately, a gaze pattern does not uniquely determine the values of eye model parameters. Further difficulties are that the gaze pattern cannot be measured with perfect precision, hence, the simulated gaze patterns cannot be completely the same as the measured one.

At the moment, we use a heuristic [SEE-GRID 2005/3, SEE-GRID 2005/5] that is able to exclude most of the pathologically irrelevant solutions (solutions which are possible in the mathematical model, but cannot occur in a real human eye) and give an approximation of the correct solution. 

The quality of outcome still depends on the initial estimation for the current pathological case (despite of the applied heuristic). Hence, we intend to exploit the grid infrastructure to attempt to find better solutions. In the SEE-GRID database, a huge number of medical cases will be available for users/surgeons, which can also be utilized for the purpose of the proposed parallel pathology fitter:

· by searching in the database concurrently for similar cases as the one presented to the pathology fitter and

· by starting concurrent pathology fitting processes (maybe as MPI processes, see Figure 4) with these cases as the starting points of the optimizations (parameter study).

This strategy requires the computational power of the grid, since numerous similar cases may exist in the database. As a consequence:

· we may get better solutions than in the case of the existing algorithm;

· we may get more than one solution relevant to the actual pathological situation of the patient;

· the execution of the solutions may take less time, since we have good estimations at the very beginning.

The computed results will then be stored in the database as feedback for providing better and better initial estimations for later computations

2.3  Combining SEE-GRID with the Prototype Version of G-SDAM

As for the other possibility for establishing a grid-based distributed medical database if we use Grid Seamless Data Access Middleware (G-SDAM) [G-SDAM, 2005] developed by the Institute for Applied Knowledge Processing (FAW). G-SDAM is an open and easy extensible grid-based software system focusing on seamless data access. It is developed as a standalone grid middleware, which does not require any underlying software layer (like Globus), however it takes over and uses the applications Grid CA and GridFTP developed by the Globus project.

G-SDAM is capable to add or remove data sources/resources at runtime. Its other core features are the possibility to distribute and launch a query on all participating distributed data source and then to collect and compose the query results received from various data sources into one query result. To a client the query seems to be processed in a central database. The implementation of the G-SDAM architecture is not yet complete, such that we may only use a simplified version of it. This will yield the previously mentioned advantages without the support of nodes containing heterogeneous data structures.

Since the G-SDAM will able to communicate via the SOAP protocol with other grid-based applications, we can easily combine it with our database implementation in the future (see Figure 4). Unfortunately, the G-SDAM is still under development and the first prototype will come out in September 2006. However the developers of G-SDAM and SEE-GRID have already started to elaborate the common requirements and to design interfaces to combine the two pieces of software [G-SDAM, 2005].

3 Conclusions

Based on the results and investigations described in this paper, we intend to carry out our research and development plans in the following order:

1. the development of the WSRF database services,

2. the implementation of the SOAP messages FindSimilarGazePattern and publish,
3. the development of the parallel grid-enabled pathology fitting program,

4. the update of the “SEE++ to Grid Bridge” in order to become compatible with the WS-GRAM service of Globus 4,

5. and finally as soon as the first prototype version of G-SDAM will be available we will start to investigate how our database component can be integrated 
into it.

Of course, we will refine further the design of the SEE-GRID concurrently with the issues mentioned above.
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