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## 1 Introduction

We study term equations with sequence variables and sequence function symbols. A sequence variable can be instantiated by any finite sequence of terms, including the empty sequence. A sequence function abbreviates a finite sequence of functions all having the same argument lists ${ }^{3}$. An instance of such a function is IntegerDivision $(x, y)$ that abbreviates the sequence Quotient $(x, y)$, Remainder $(x, y)$.

Bringing sequence functions in the language naturally allows Skolemization over sequence variables: Let $x, y$ be individual variables, $\bar{x}$ be a sequence variable, and $p$ be a flexible arity predicate symbol. Then $\forall x \forall y \exists \bar{x} \cdot p(x, y, \bar{x})$ Skolemizes to $\forall x \forall y . p(x, y, \bar{f}(x, y))$, where $\bar{f}$ is a binary Skolem sequence function symbol. Another example, $\forall \bar{y} \exists \bar{x} \cdot p(\bar{y}, \bar{x})$, where $\bar{y}$ is a sequence variable, after Skolemization introduces a flexible arity sequence function symbol $\bar{g}: \forall \bar{y} \cdot p(\bar{y}, \bar{g}(\bar{y}))$.

In this paper we introduce a unification procedure for solving equations in the free theory with individual and sequence variables, and individual and sequence function symbols. Function symbols can have either fixed or flexible arity. Unification in such a theory is decidable. The procedure enumerates an almost minimal complete set of solutions, and terminates if the set is finite. This work is an extension and refinement of our previous results [12].

We implemented the procedure (without the decision algorithm) in MatheMATICA [25] on the base of a rule-based programming system $\rho \operatorname{LOG}^{4}$ [15].

Equation solving with sequence variables plays an important role in various applications in automated reasoning, artificial intelligence, and programming. Historically, probably the first attempt to implement unification with sequence variables (without sequence functions) was made in the system MVL [7]. It

[^0]was incomplete because of restricted use of widening technique. The restriction was imposed for the efficiency reasons. No theoretical study of the unification algorithm of MVL, to the best of our knowledge, was undertaken.

Richardson and Fuchs [20] describe another unification algorithm with sequence variables that they call vector variables. Vector variables come with their length attached, that makes unification finitary. The algorithm was implemented but its properties have never been investigated.

Implementation of first-order logic in Isabelle [17] is based on sequent calculus formulated using sequence variables (on the meta level). Sequence metavariables are used to denote sequences of formulae, and individual meta-variables denote single formulae. Since in every such unification problem no sequence meta-variable occurs more that once, and all of them occur only on the top level, IsABELLE, in fact, deals with a finitary case of sequence unification.

Word equations [23, 1, 8] and associative unification [18] can be modelled by syntactic sequence unification using constants, sequence variables and one flexible arity function symbol. In the similar way we can imitate the unification algorithm for path logics closed under right identity and associativity [21].

The Set-Var prover [4] has a construct called vector of (Skolem) functions that resembles our sequence functions. However, unification does not allow to split vectors of functions between variables: such a vector of functions either entirely unifies with a variable, or with another vector of functions.

The programming language of Mathematica uses pattern matching that supports sequence variables (represented as identifiers with "triple blanks", e.g., $\mathrm{x}_{---}$) and flexible arity function symbols. Our procedure (without sequence function symbols) can imitate the behavior of MATHEMATICA matching algorithm.

Buchberger introduced sequence functions in the Theorema system [6] to Skolemize quantified sequence variables. In the equational prover of ThEOREMA [13] we implemented a special case of unification with sequence variables and sequence functions: sequence variables occurring only in the last argument positions in terms. It makes unification unitary. Similar restriction is imposed on sequence variables in the RELFUN system [5] that integrates extensions of logic and functional programming. RelFun allows multiple-valued functions as well.

In [12] we described unification procedures for free, flat, restricted flat and orderless theories with sequence variables, but without sequence functions.

The paper is organized as follows: In Section 2 basic notions are introduced. In Section 3 relation with order-sorted higher-order $E$-unification is discussed. In Section 4 the unification procedure is defined and its properties are studied. Section 5 is about implementation. Section 6 concludes.

The missing proofs can be found in the report [14].

## 2 Preliminaries

We assume that the reader is familiar with the standard notions of unification theory [3]. We consider an alphabet consisting of the following pairwise disjoint
sets of symbols: individual variables $\mathcal{V}_{\text {Ind }}$, sequence variables $\mathcal{V}_{\text {Seq }}$, fixed arity individual function symbols $\mathcal{F}_{\text {Ind }}^{\text {Fix }}$, flexible arity individual function symbols $\mathcal{F}_{\text {Ind }}^{\text {Flex }}$, fixed arity sequence function symbols $\mathcal{F}_{\text {Seq }}^{\text {Fix }}$, flexible arity sequence function symbols $\mathcal{F}_{\text {Seq }}^{\text {Flex }}$. Each set of variables is countable. Each set of function symbols is finite or countable. Besides, the alphabet contains the parenthesis '(', ')' and the comma ','. We will use the following denotations: $\mathcal{V}:=\mathcal{V}_{\text {Ind }} \cup \mathcal{V}_{\text {Seq }} ; \mathcal{F}_{\text {Ind }}:=$ $\mathcal{F}_{\text {Ind }}^{\text {Fix }} \cup \mathcal{F}_{\text {Ind }}^{\text {Flex }} ; \mathcal{F}_{\text {Seq }}:=\mathcal{F}_{\text {Seq }}^{\text {Fix }} \cup \mathcal{F}_{\text {Seq }}^{\text {Flex }} ; \mathcal{F}^{\text {Fix }}:=\mathcal{F}_{\text {Ind }}^{\text {Fix }} \cup \mathcal{F}_{\text {Seq }}^{\text {Fix }} ; \mathcal{F}^{\text {Flex }}:=\mathcal{F}_{\text {Ind }}^{\text {Flex }} \cup \mathcal{F}_{\text {Seq }}^{\text {Flex }} ;$ $\mathcal{F}:=\mathcal{F}_{\text {Ind }} \cup \mathcal{F}_{\text {Seq }}=\mathcal{F}^{\text {Fix }} \cup \mathcal{F}^{\text {Flex }}$. The arity of $f \in \mathcal{F}^{\text {Fix }}$ is denoted by $\mathcal{A} r(f)$. A function symbol $c \in \mathcal{F}^{\text {Fix }}$ is called a constant if $\mathcal{A} r(c)=0$.

Definition 1. $A$ term over $\mathcal{F}$ and $\mathcal{V}$ is either an individual or a sequence term defined as follows:

1. If $t \in \mathcal{V}_{\text {Ind }}$ (resp. $t \in \mathcal{V}_{\text {Seq }}$ ), then $t$ is an individual (resp. sequence) term.
2. If $f \in \mathcal{F}_{\text {Ind }}^{\text {Fix }}$ (resp. $f \in \mathcal{F}_{\text {Seq }}^{\text {Fix }}$ ), $\mathcal{A} r(f)=n, n \geq 0$, and $t_{1}, \ldots, t_{n}$ are individual terms, then $f\left(t_{1}, \ldots, t_{n}\right)$ is an individual (resp. sequence) term.
3. If $f \in \mathcal{F}_{\text {Ind }}^{\text {Flex }}$ (resp. $\left.f \in \mathcal{F}_{\text {Seq }}^{\text {Flex }}\right)$ and $t_{1}, \ldots, t_{n}(n \geq 0)$ are individual or sequence terms, then $f\left(t_{1}, \ldots, t_{n}\right)$ is an individual (resp. sequence) term.

The head of a term $t=f\left(t_{1}, \ldots, t_{n}\right)$, denoted by $\mathcal{H e a d}(t)$, is the function symbol $f$. We denote by $\mathcal{T}_{\text {Ind }}(\mathcal{F}, \mathcal{V}), \mathcal{T}_{\text {Seq }}(\mathcal{F}, \mathcal{V})$, and $\mathcal{T}(\mathcal{F}, \mathcal{V})$, respectively, the sets of all individual terms, all sequence terms, and all terms over $\mathcal{F}$ and $\mathcal{V}$. An equation over $\mathcal{F}$ and $\mathcal{V}$ is a pair $\langle s, t\rangle$, denoted by $s \approx t$, where $s, t \in \mathcal{T}_{\text {Ind }}(\mathcal{F}, \mathcal{V})$.

Example 1. Let $x, y \in \mathcal{V}_{\text {Ind }}, \bar{x} \in \mathcal{V}_{\text {Seq }}, f \in \mathcal{F}_{\text {Ind }}^{\text {Flex }}, g \in \mathcal{F}_{\text {Ind }}^{\text {Fix }}, \bar{f} \in \mathcal{F}_{\text {Seq }}^{\text {Flex }}, \bar{g} \in \mathcal{F}_{\text {Seq }}^{\text {Fix }}$, $\mathcal{A r}(g)=2$, and $\mathcal{A} r(\bar{g})=1$. Then $f(\bar{x}, g(x, y))$ and $f(\bar{x}, \bar{f}(x, \bar{x}, y))$ are individual terms; $\bar{f}(\bar{x}, \bar{f}(x, \bar{x}, y))$ and $\bar{g}(f(x, \bar{x}, y))$ are sequence terms; $f(\bar{x}, \bar{g}(\bar{x}))$, $f(\bar{x}, g(\bar{x}, y))$ and $f(\bar{x}, \bar{g}(x, y))$ are not terms; $f(\bar{x}, g(x, y)) \approx g(x, y)$ is an equation; $f(\bar{x}, g(\bar{x}, y)) \approx g(x, y), \bar{x} \approx f(\bar{x})$ and $\bar{g}(x) \approx f(\bar{x})$ are not equations.

If not otherwise stated, the following symbols, maybe with indices, are used as metavariables: $x$ and $y$ - over individual variables; $\bar{x}, \bar{y}, \bar{z}$ - over sequence variables; $v$ - over (individual or sequence) variables; $f, g, h$ - over individual function symbols; $\bar{f}, \bar{g}, \bar{h}$ - over sequence function symbols; $a, b, c$ - over individual constants; $\bar{a}, \bar{b}, \bar{c}$ - over sequence constants; $s, t, r, q$ - over terms.

Let $T$ be a term, a sequence of terms, or a set of terms. Then we denote by $\mathcal{I} \mathcal{V a r}(T)$ (resp. by $\mathcal{S V a r}(T))$ the set of all individual (resp. sequence) variables in $T$; by $\mathcal{V} a r(T)$ the set $\mathcal{I} \mathcal{V a r}(T) \cup \mathcal{S V} \operatorname{Var}(T)$; by $\mathcal{I} \mathcal{F} u n(T)$ (resp. by $\mathcal{S F} u n(T)$ ) the set of all individual (resp. sequence) function symbols in $T$; by $\mathcal{F} i x(T)$ (resp. by $\mathcal{F} l e x(T)$ ) the set of all fixed (resp. flexible) arity function symbols in $T$.

Definition 2. $A$ variable binding is either a pair $x \mapsto t$ where $t \in \mathcal{T}_{\text {Ind }}(\mathcal{F}, \mathcal{V})$ and $t \neq x$, or an expression $\bar{x} \mapsto\left\ulcorner t_{1}, \ldots, t_{n}\right\urcorner^{5}$ where $n \geq 0$, for all $1 \leq i \leq n$ we have $t_{i} \in \mathcal{T}(\mathcal{F}, \mathcal{V})$, and if $n=1$ then $t_{1} \neq \bar{x}$.

[^1]Definition 3. $A$ sequence function symbol binding is an expression of the form $\bar{f} \mapsto\left\ulcorner\overline{g_{1}}, \ldots, \overline{g_{m}}\right\urcorner$, where $m \geq 1$, if $m=1$ then $\bar{f} \neq \overline{g_{1}}$, and either $\bar{f}, \overline{g_{1}}, \ldots, \overline{g_{m}} \in$ $\mathcal{F}_{\text {Seq }}^{\mathrm{Fix}}$, with $\mathcal{A} r(\bar{f})=\mathcal{A} r\left(\overline{g_{1}}\right)=\cdots=\mathcal{A} r\left(\overline{g_{m}}\right)$, or $\bar{f}, \overline{g_{1}}, \ldots, \overline{g_{m}} \in \mathcal{F}_{\mathrm{Seq}}^{\mathrm{Flex}}$.
Definition 4. A substitution is a finite set of bindings $\left\{x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto\right.$ $t_{n}, \bar{x}_{1} \mapsto\left\ulcorner s_{1}^{1}, \ldots, s_{k_{1}}^{1}\right\urcorner, \ldots, \bar{x}_{m} \mapsto\left\ulcorner s_{1}^{m}, \ldots, s_{k_{m}}^{m}\right\urcorner, \overline{f_{1}} \mapsto\left\ulcorner\overline{g_{1}^{1}}, \ldots, \overline{g_{l_{1}}^{1}}\right\urcorner, \ldots, \overline{f_{r}} \mapsto$ $\left\ulcorner\overline{g_{1}^{r}}, \ldots, \overline{g_{l_{r}}^{r}}\right\urcorner$ where $n, m, r \geq 0, x_{1}, \ldots, x_{n}, \bar{x}_{1}, \ldots, \bar{x}_{m}$ are distinct variables and $\overline{f_{1}}, \ldots, \overline{f_{r}}$ are distinct sequence function symbols.

Lower case Greek letters are used to denote substitutions. The empty substitution is denoted by $\varepsilon$.

Definition 5. The instance of a term $t$ with respect to a substitution $\sigma$, denoted $t \sigma$, is defined recursively as follows:

1. $x \sigma=\left\{\begin{array}{l}t, \text { if } x \mapsto t \in \sigma, \\ x, \text { otherwise. }\end{array}\right.$
2. $\bar{x} \sigma= \begin{cases}t_{1}, \ldots, t_{n}, & \text { if } \bar{x} \mapsto\left\ulcorner t_{1}, \ldots, t_{n}\right\urcorner \in \sigma, n \geq 0, \\ \bar{x}, & \text { otherwise. }\end{cases}$
3. $\underline{f}\left(t_{1}, \ldots, t_{n}\right) \sigma=f\left(t_{1} \sigma, \ldots, t_{n} \sigma\right)$.
4. $\bar{f}\left(t_{1}, \ldots, t_{n}\right) \sigma=$

$$
\begin{cases}\overline{g_{1}}\left(t_{1} \sigma, \ldots, t_{n} \sigma\right), \ldots, \overline{g_{m}}\left(t_{1} \sigma, \ldots, t_{n} \sigma\right), & \text { if } \bar{f} \mapsto\left\ulcorner\overline{g_{1}}, \ldots, \overline{g_{m}}\right\urcorner \in \sigma, \\ \bar{f}\left(t_{1} \sigma, \ldots, t_{n} \sigma\right), & \text { otherwise. }\end{cases}
$$

Example 2. Let $\sigma=\left\{x \mapsto a, y \mapsto f(\bar{x}), \bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto\ulcorner a, \bar{x}\urcorner, \bar{g} \mapsto\left\ulcorner\overline{g_{1}}, \overline{g_{2}}\right\urcorner\right\}$. Then $f(x, \bar{x}, \bar{g}(y, \bar{g}()), \bar{y})) \sigma=f\left(a, \overline{g_{1}}\left(f(\bar{x}), \overline{g_{1}}(), \overline{g_{2}}()\right), \overline{g_{2}}\left(f(\bar{x}), \overline{g_{1}}(), \overline{g_{2}}()\right), a, \bar{x}\right)$.
Definition 6. The application of $\sigma$ on $\bar{f}$, denoted $\bar{f} \sigma$, is a sequence of function symbols $\overline{g_{1}}, \ldots, \overline{g_{m}}$ if $\bar{f} \mapsto\left\ulcorner\overline{g_{1}}, \ldots, \overline{g_{m}}\right\urcorner \in \sigma$. Otherwise $\bar{f} \sigma=\bar{f}$.

Applying a substitution $\theta$ on a sequence of terms $\left\ulcorner t_{1}, \ldots, t_{n}\right\urcorner$ gives a sequence of terms $\left\ulcorner t_{1} \theta, \ldots, t_{n} \theta\right\urcorner$.
Definition 7. Let $\sigma$ be a substitution. (1) The domain of $\sigma$ is the set $\operatorname{Dom}(\sigma)=$ $\{l \mid l \sigma \neq l\}$ of variables and sequence function symbols. (2) The codomain of $\sigma$ is the $\operatorname{set} \operatorname{Cod}(\sigma)=\{l \sigma \mid l \in \operatorname{Dom}(\sigma)\}$ of terms and sequence function symbols ${ }^{6}$. (3) The range of $\sigma$ is the set $\mathcal{R} a n(\sigma)=\mathcal{V} \operatorname{Var}(\mathcal{C o d}(\sigma))$ of variables.

Definition 8. Let $\sigma$ and $\vartheta$ be two substitutions:

$$
\begin{aligned}
& \sigma=\{ x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto t_{n}, \overline{x_{1}} \mapsto\left\ulcorner s_{1}^{1}, \ldots, s_{k_{1}}^{1}\right\urcorner, \ldots, \overline{x_{m}} \mapsto\left\ulcorner s_{1}^{m}, \ldots, s_{k_{m}}^{m}\right\urcorner, \\
& \overline{f_{1}} \mapsto \\
&\left.\left.\mapsto \overline{f_{1}^{1}}, \ldots, \overline{f_{l_{1}}^{1}}\right\urcorner, \ldots, \overline{f_{r}} \mapsto\left\ulcorner\overline{f_{1}^{r}}, \ldots, \overline{f_{l_{r}}^{r}}\right\urcorner\right\}, \\
& \vartheta=\{ \left\{y_{1} \mapsto\right. \\
& r_{1}, \ldots, y_{n^{\prime}} \mapsto r_{n^{\prime}}, \overline{y_{1}} \mapsto\left\ulcorner q_{1}^{1}, \ldots, q_{k^{\prime} 1}^{1}\right\urcorner, \ldots, \overline{y_{m^{\prime}}} \mapsto\left\ulcorner q_{1}^{m^{\prime}}, \ldots, q_{k_{m^{\prime}}^{\prime}}^{m^{\prime}}\right\urcorner, \\
& \overline{g_{1}} \mapsto \\
&\left.\left.\mapsto \overline{g_{1}^{1}}, \ldots, \overline{g_{l_{1}^{\prime}}^{1}}\right\urcorner, \ldots, \overline{g_{r^{\prime}}} \mapsto\left\ulcorner\overline{g_{1}^{r^{\prime}}}, \ldots, \overline{g_{l_{r^{\prime}}^{\prime}}^{r^{\prime}}}\right\urcorner\right\} .
\end{aligned}
$$

[^2]Then the composition of $\sigma$ and $\vartheta, \sigma \vartheta$, is the substitution obtained from the set

$$
\begin{aligned}
&\{ x_{1} \mapsto t_{1} \vartheta, \ldots, x_{n} \mapsto t_{n} \vartheta, \overline{x_{1}} \mapsto\left\ulcorner s_{1}^{1} \vartheta, \ldots, s_{k_{1}}^{1} \vartheta\right\urcorner, \ldots, \overline{x_{m}} \mapsto\left\ulcorner s_{1}^{m} \vartheta, \ldots, s_{k_{m}}^{m} \vartheta\right\urcorner, \\
& \overline{f_{1}} \mapsto\left\ulcorner\overline{f_{1}^{1}} \theta, \ldots, \overline{f_{l_{1}}^{1}} \theta\right\urcorner, \ldots, \overline{f_{r}} \mapsto\left\ulcorner\overline{f_{1}^{r}} \theta, \ldots, \overline{f_{l_{r}}^{r}} \theta\right\urcorner, \\
& y_{1} \mapsto r_{1}, \ldots, y_{n^{\prime}} \mapsto r_{n^{\prime}}, \overline{y_{1}} \mapsto\left\ulcorner q_{1}^{1}, \ldots, q_{k^{\prime} 1}^{1}\right\urcorner, \ldots, \overline{y_{m^{\prime}}} \mapsto\left\ulcorner q_{1}^{m^{\prime}}, \ldots, q_{k^{\prime}{ }_{m^{\prime}}}^{m^{\prime}}\right\urcorner, \\
&\left.\overline{g_{1}} \mapsto\left\ulcorner\overline{g_{1}^{1}}, \ldots, \overline{g_{l_{1}^{\prime}}^{1}}\right\urcorner, \ldots, \overline{g_{r^{\prime}}} \mapsto\left\ulcorner\overline{g_{1}^{r^{\prime}}}, \ldots, \overline{g_{l_{r^{\prime}}^{\prime}}^{r^{\prime}}}\right\urcorner\right\}
\end{aligned}
$$

by deleting

1. all the bindings $x_{i} \mapsto t_{i} \vartheta(1 \leq i \leq n)$ for which $x_{i}=t_{i} \vartheta$,
2. all the bindings $\overline{x_{i}} \mapsto\left\ulcorner s_{1}^{i} \vartheta, \ldots, s_{k_{i}}^{i} \vartheta\right\urcorner(1 \leq i \leq m)$ for which the sequence $s_{1}^{i} \vartheta, \ldots, s_{k_{i}}^{i} \vartheta$ consists of a single term $\overline{x_{i}}$,
3. all the sequence function symbol bindings $\overline{f_{i}} \mapsto\left\ulcorner\overline{f_{1}^{i}} \vartheta, \ldots, \overline{f_{l_{i}}^{i}} \vartheta\right\urcorner(1 \leq i \leq r)$ such that the sequence $\overline{f_{1}^{i}} \vartheta, \ldots, \overline{f_{l_{r}}^{i}} \vartheta$ consists of a single function symbol $\overline{f_{i}}$,
4. all the bindings $y_{i} \mapsto r_{i}\left(1 \leq i \leq n^{\prime}\right)$ such that $y_{i} \in\left\{x_{1}, \ldots, x_{n}\right\}$,
5. all the bindings $\overline{y_{i}} \mapsto\left\ulcorner q_{1}^{i}, \ldots, q_{k^{\prime} i}^{i}\right\urcorner\left(1 \leq i \leq m^{\prime}\right)$ with $\overline{y_{i}} \in\left\{\overline{x_{1}}, \ldots, \overline{x_{m}}\right\}$,
6. all the sequence function symbol bindings $\overline{g_{i}} \mapsto\left\ulcorner\overline{g_{1}^{i}}, \ldots, \overline{g_{l^{\prime} i}^{i}}\right\urcorner\left(1 \leq i \leq r^{\prime}\right)$ such that $\overline{g_{i}} \in\left\{\overline{f_{1}}, \ldots, \overline{f_{r}}\right\}$.

Example 3. Let $\sigma=\{x \mapsto y, \bar{x} \mapsto\ulcorner\bar{y}, \bar{x}\urcorner, \bar{y} \mapsto\ulcorner f(a, b), y, \bar{g}(\bar{x})\urcorner, \bar{f} \mapsto\ulcorner\bar{g}, \bar{h}\urcorner\}$ and $\vartheta=\left\{y \mapsto x, \bar{y} \mapsto \bar{x}, \bar{x} \mapsto\ulcorner \urcorner, \bar{g} \mapsto\left\ulcorner\overline{g_{1}}, \overline{g_{2}}\right\urcorner\right\}$ be two substitutions. Then $\sigma \vartheta=\left\{y \mapsto x, \bar{y} \mapsto\left\ulcorner f(a, b), x, \overline{g_{1}}(), \overline{g_{2}}()\right\urcorner, \bar{f} \mapsto\left\ulcorner\overline{g_{1}}, \overline{g_{2}}, \bar{h}\right\urcorner, \bar{g} \mapsto\left\ulcorner\overline{g_{1}}, \overline{g_{2}}\right\urcorner\right\}$.

Definition 9. A substitution $\sigma$ is called linearizing away from a finite set of sequence function symbols $\mathcal{Q}$ iff the following three conditions hold: (1) $\operatorname{Cod}(\sigma) \cap$ $\mathcal{Q}=\emptyset$. (2) For all $\bar{f}, \bar{g} \in \mathcal{D o m}(\sigma) \cap \mathcal{Q}$, if $\bar{f} \neq \bar{g}$, then $\{\bar{f} \sigma\} \cap\{\bar{g} \sigma\}=\emptyset$. (3) If $\bar{f} \mapsto\left\ulcorner\overline{g_{1}} \ldots, \overline{g_{n}}\right\urcorner \in \sigma$ and $\bar{f} \in \mathcal{Q}$, then $\overline{g_{i}} \neq \overline{g_{j}}$ for all $1 \leq i<j \leq n$.

Intuitively, a substitution linearizing away from $\mathcal{Q}$ either leaves a sequence function symbol in $\mathcal{Q}$ "unchanged", or "moves it away from" $\mathcal{Q}$, binding it with a sequence of distinct sequence function symbols that do not occur in $\mathcal{Q}$, and maps different sequence function symbols to disjoint sequences.

Let $E$ be a set of equations over $\mathcal{F}$ and $\mathcal{V}$. By $\approx_{E}$ we denote the least congruence relation on $\mathcal{T}(\mathcal{F}, \mathcal{V})$ that is closed under substitution application and contains $E$. More precisely, $\approx_{E}$ contains $E$, satisfies reflexivity, symmetry, transitivity, congruence, and a special form of substitutivity: For all $s, t \in \mathcal{T}(\mathcal{F}, \mathcal{V})$, if $s \approx_{E} t$ and $s \sigma, t \sigma \in \mathcal{T}(\mathcal{F}, \mathcal{V})$ for some $\sigma$, then $s \sigma \approx_{E} t \sigma$. Substitutivity in this form requires that $s \sigma$ and $t \sigma$ must be single terms, not arbitrary sequences of terms. The set $\approx_{E}$ is called an equational theory defined by $E$. In the sequel, we will also call the set $E$ an equational theory, or $E$-theory. The signature of $E$ is the set $\operatorname{Sig}(E)=\mathcal{I F} \operatorname{fun}(E) \cup \mathcal{S F}$ un $(E)$. Solving equations in an $E$-theory is called $E$-unification. The fact that the equation $s \approx t$ has to be solved in an $E$-theory is written as $s \approx{ }_{E}^{?} t$.

Definition 10. Let $E$ be an equational theory with $\operatorname{Sig}(E) \subseteq \mathcal{F}$. An $E$-unification problem over $\mathcal{F}$ is a finite multiset $\Gamma=\left\{s_{1} \approx_{E}^{?} t_{1}, \ldots, s_{n} \approx_{E}^{?} t_{n}\right\}$ of equations over $\mathcal{F}$ and $\mathcal{V}$. An $E$-unifier of $\Gamma$ is a substitution $\sigma$ such that $\sigma$ is linearizing away from $\mathcal{S F}$ un $(\Gamma)$ and for all $1 \leq i \leq n, s_{i} \sigma \approx_{E} t_{i} \sigma$. The set of all $E$-unifiers of $\Gamma$ is denoted by $\mathcal{U}_{E}(\Gamma)$, and $\Gamma$ is $E$-unifiable iff $\mathcal{U}_{E}(\Gamma) \neq \emptyset$.

If $\left\{s_{1} \approx_{E}^{?} t_{1}, \ldots, s_{n} \approx_{E}^{?} t_{n}\right\}$ is a unification problem, then $s_{i}, t_{i} \in \mathcal{T}_{\text {Ind }}(\mathcal{F}, \mathcal{V})$ for all $1 \leq i \leq n$.

Example 4. Let $\Gamma=\left\{f(\bar{g}(\bar{x}, \bar{y}, a)) \approx_{\dot{\emptyset}}^{?} f(\bar{g}(\bar{c}, b, x))\right\}$. Then $\left\{\bar{x} \mapsto \overline{c_{1}}, \bar{y} \mapsto\left\ulcorner\overline{c_{2}}, b\right\urcorner\right.$, $\left.x \mapsto a, \bar{c} \mapsto\left\ulcorner\overline{c_{1}}, \overline{c_{2}}\right\urcorner\right\} \in \mathcal{U}_{\emptyset}(\Gamma)$.

Let $\Gamma=\left\{f(\bar{g}(\bar{x}, \bar{y}, a)) \approx_{\emptyset}^{?} f(\bar{h}(\bar{c}, x))\right\}$. Then $\mathcal{U}_{\emptyset}(\Gamma)=\emptyset$. If we did not require the $E$-unifiers of a unification problem to be linearizing away from the sequence function symbol set of the problem, then $\Gamma$ would have $\emptyset$-unifiers, e.g., $\{\bar{x} \mapsto$ $\left.\overline{c_{1}}, \bar{y} \mapsto\left\ulcorner\overline{c_{2}}, b\right\urcorner, x \mapsto a, \bar{g} \mapsto \bar{h}, \bar{c} \mapsto\left\ulcorner\overline{c_{1}}, \overline{c_{2}}\right\urcorner\right\}$ would be one of them.

In the sequel, if not otherwise stated, $E$ stands for an equational theory, $\mathcal{X}$ for a finite set of variables, and $\mathcal{Q}$ for a finite set of sequence function symbols.

Definition 11. A substitution $\sigma$ is called erasing on $\mathcal{X}$ modulo $E$ iff either $f(v) \sigma \approx_{E} f()$ for some $f \in \mathcal{S i g}(E)$ and $v \in \mathcal{X}$, or $\bar{x} \mapsto\urcorner \in \sigma$ for some $\bar{x} \in \mathcal{X}$. We call $\sigma$ non-erasing on $\mathcal{X}$ modulo $E$ iff $\sigma$ is not erasing on $\mathcal{X}$ modulo $E$.

Example 5. Any substitution containing $\bar{x} \mapsto\urcorner$ is erasing modulo $E=\emptyset$ on any $\mathcal{X}$ that contains $\bar{x}$.

Let $E=\{f(\bar{x}, f(\bar{y}), \bar{z}) \approx f(\bar{x}, \bar{y}, \bar{z})\}$ and $\mathcal{X}=\{x, \bar{x}\}$. Then any substitution that contains $x \mapsto f()$, or $\bar{x} \mapsto\left\urcorner\right.$, or $\bar{x} \mapsto\left\ulcorner t_{1}, \ldots, t_{n}\right\urcorner$ with $n \geq 1$ and $t_{1}=\cdots=$ $t_{n}=f()$, is erasing on $\mathcal{X}$ modulo $E$. For instance, the substitutions $\{x \mapsto f()\}$, $\{\bar{x} \mapsto f()\},\{\bar{x} \mapsto\ulcorner \urcorner\},\{\bar{x} \mapsto\ulcorner f(), f(), f(), f()\urcorner\}$ are erasing on $\mathcal{X}$ modulo $E$.

Definition 12. A substitution $\sigma$ agrees with a substitution $\vartheta$ on $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$, denoted $\sigma={ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta$, iff (1) for all $x \in \mathcal{X}, x \sigma \approx_{E} x \vartheta$; (2) for all $\bar{f} \in \mathcal{Q}$, $\bar{f} \sigma=\bar{f} \vartheta$; (3) for all $\bar{x} \in \mathcal{X}$, there exist $t_{1}, \ldots, t_{n}, s_{1}, \ldots, s_{n} \in \mathcal{T}(\mathcal{F}, \mathcal{V}), n \geq 0$, such that $\bar{x} \sigma=\left\ulcorner t_{1}, \ldots, t_{n}\right\urcorner, \bar{x} \vartheta=\left\ulcorner s_{1}, \ldots, s_{n}\right\urcorner$ and $t_{i} \approx_{E} s_{i}$ for each $1 \leq i \leq n$.

Example 6. Let $\sigma=\{\bar{x} \mapsto \bar{a}\}, \vartheta=\{\bar{x} \mapsto\ulcorner\bar{b}, \bar{c}\urcorner, \bar{a} \mapsto\ulcorner\bar{b}, \bar{c}\urcorner\}$, and $\varphi=\{\bar{x} \mapsto$ $\ulcorner\bar{b}, \bar{c}\urcorner, \bar{a} \mapsto\ulcorner\bar{b}, \bar{c}\urcorner\}$. Let also $\mathcal{X}=\{\bar{x}\}, \mathcal{Q}=\{\bar{a}\}$, and $E=\emptyset$. Then $\sigma \varphi={ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta$.

Definition 13. A substitution $\sigma$ is more general (resp. strongly more general) than $\vartheta$ on $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$, denoted $\sigma \leq{ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta\left(\right.$ resp. $\left.\sigma \underline{\mathcal{X}}{ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta\right)$, iff $\sigma \varphi={ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta$ for some substitution (resp. substitution non-erasing on $\mathcal{X}$ modulo $E$ ) $\varphi$.
Example 7. Let $\sigma=\{\bar{x} \mapsto \bar{y}\}, \vartheta=\{\bar{x} \mapsto\ulcorner a, b\urcorner, \bar{y} \mapsto\ulcorner a, b\urcorner\}, \eta=\{\bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto$ $\urcorner\}, \mathcal{X}=\{\bar{x}, \bar{y}\}, \mathcal{Q}=\emptyset, E=\emptyset$. Then $\sigma \leqq{ }_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta, \sigma \underline{\underline{\mathcal{X}}} \underset{E}{\mathcal{X}} \mathcal{Q} \vartheta, \sigma \leqq{ }_{E}^{\mathcal{X}, \mathcal{Q}} \eta, \sigma \not{ }_{E}^{\mathcal{X}}{ }_{E}^{\mathcal{X}} \mathcal{Q} \eta$.

A substitution $\vartheta$ is an $E$-instance (resp. strong $E$-instance) of $\sigma$ on $\mathcal{X}$ and $\mathcal{Q}$ iff $\sigma \underset{E}{\mathcal{X}, \mathcal{Q}} \vartheta$ (resp. $\sigma \underset{E}{\mathcal{X}, \mathcal{Q}} \vartheta$ ). The equivalence associated with $\coprod_{E}^{\mathcal{X}, \mathcal{Q}}$ (resp. with



Definition 14. A set of substitutions $\mathcal{S}$ is called minimal (resp. almost minimal) with respect to $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$ iff two distinct elements of $\mathcal{S}$ are incomparable with respect to $\coprod_{E}^{\mathcal{X}, \mathcal{Q}}($ resp. $\underset{E}{\mathcal{X}, \mathcal{Q}})$.

Minimality implies almost minimality, but not vice versa: A counterexample is the set $\{\sigma, \eta\}$ from Example 7.

Definition 15. A complete set of $E$-unifiers of an $E$-unification problem $\Gamma$ is a set $\mathcal{S}$ of substitutions such that (1) $\mathcal{S} \subseteq \mathcal{U}_{E}(\Gamma)$, and (2) for each $\vartheta \in \mathcal{U}_{E}(\Gamma)$ there exists $\sigma \in \mathcal{S}$ such that $\sigma \coprod_{E}^{\mathcal{X}, \mathcal{Q}} \vartheta$, where $\mathcal{X}=\operatorname{V} \operatorname{Var}(\Gamma)$ and $\mathcal{Q}=\mathcal{S} \mathcal{F}$ un $(\Gamma)$.

The set $\mathcal{S}$ is a minimal (resp. almost minimal) complete set of $E$-unifiers of $\Gamma$, denoted $m c u_{E}(\Gamma)$ (resp. amcu $(\Gamma)$ ) iff it is a complete set that is minimal (resp. almost minimal) with respect to $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$.

Proposition 1. An E-unification problem $\Gamma$ has an almost minimal complete set of E-unifiers iff it has a minimal complete set of E-unifiers.

If $\Gamma$ is not $E$-unifiable, then $m c u_{E}(\Gamma)=a m c u_{E}(\Gamma)=\emptyset$. A minimal (resp. almost minimal) complete set of $E$-unifiers of $\Gamma$, if it exists, is unique up to the equivalence $\dot{=}_{E}^{\mathcal{X}, Q}\left(\right.$ resp. $\left.\dot{\approx}_{E}^{\mathcal{X}, Q}\right)$, where $\mathcal{X}=\operatorname{Var}(\Gamma)$ and $\mathcal{Q}=\mathcal{S F}$ un $(\Gamma)$.

Example 8. 1. $\Gamma=\left\{f(\bar{x}) \approx_{\dot{\emptyset}}^{?} f(\bar{y})\right\}$. Then $\operatorname{mcu}_{\emptyset}(\Gamma)=\{\{\bar{x} \mapsto \bar{y}\}\}, \operatorname{amcu}_{\emptyset}(\Gamma)=$ $\{\{\bar{x} \mapsto \bar{y}\},\{\bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto\ulcorner \urcorner\}\}$.
2. $\Gamma=\{f(\bar{x}, x, \bar{y}) \approx ? f(f(\bar{x}), x, a, b)\}$. Then $m c u_{\emptyset}(\Gamma)=\operatorname{amcu}_{\emptyset}(\Gamma)=\{\{x \mapsto$ $f(), \bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto\ulcorner f(), a, b\urcorner\}\}$.
3. $\Gamma=\{f(a, \bar{x}) \approx ? f(\bar{x}, a)\}$. Then $m c u_{\emptyset}(\Gamma)=\operatorname{amcu}_{\emptyset}(\Gamma)=\{\{\bar{x} \mapsto\ulcorner \urcorner\},\{\bar{x} \mapsto$ $a\},\{\bar{x} \mapsto\ulcorner a, a\urcorner\}, \ldots\}$.
4. $\Gamma=\{f(\bar{x}, \bar{y}, x) \approx ? f(\bar{c}, a)\}$. Then $m с u_{\emptyset}(\Gamma)=\operatorname{amcu}_{\emptyset}(\Gamma)=\{\{\bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto$ $\left.\bar{c}, x \mapsto a\},\{\bar{x} \mapsto \bar{c}, \bar{y} \mapsto\ulcorner \urcorner, x \mapsto a\},\left\{\bar{x} \mapsto \overline{c_{1}}, \bar{y} \mapsto \overline{c_{2}}, x \mapsto a, \bar{c} \mapsto\left\ulcorner\overline{c_{1}}, \overline{c_{2}}\right\urcorner\right\}\right\}$.

Definition 16. A set of substitutions $\mathcal{S}$ is disjoint (resp. almost disjoint) wrt $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$ iff two distinct elements in $\mathcal{S}$ have no common $E$-instance (resp. strong $E$-instance) on $\mathcal{X}$ and $\mathcal{Q}$, i.e., for all $\sigma, \vartheta \in \mathcal{S}$, if there exists $\varphi$


Disjointness implies almost disjointness, but not vice versa: Consider again the set $\{\sigma, \eta\}$ in Example 7 .

Proposition 2. If a set of substitutions $\mathcal{S}$ is disjoint (almost disjoint) wrt $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$, then it is minimal (almost minimal) wrt $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$.

However, almost disjointness does not imply minimality: Again, take the set $\{\sigma, \eta\}$ in Example 7. On the other hand, minimality does not imply almost disjointness: Let $\sigma=\{x \mapsto f(a, y)\}, \vartheta=\{x \mapsto f(y, b)\}, \mathcal{X}=\{x\}, \mathcal{Q}=\emptyset$, and $E=\emptyset$. Then $\{\sigma, \vartheta\}$ is minimal but not almost disjoint with respect to $\mathcal{X}$ and $\mathcal{Q}$ modulo $E$, because $\sigma \underline{\underline{\alpha}} \underset{E}{\mathcal{X}, \mathcal{Q}} \varphi$ and $\vartheta \underset{E}{\mathcal{X}, \mathcal{Q}} \varphi$, with $\varphi=\{x \mapsto f(a, b)\}$, but $\sigma \neq \vartheta$. The same example can be used to show that almost minimality does not imply
almost disjointness either. From these observations we can also conclude that neither minimality nor almost minimality imply disjointness.

The equational theory $E=\emptyset$ is called the free theory with sequence variables and sequence function symbols. Unification in the free theory is called the syntactic sequence unification. The theory $E=\{f(\bar{x}, f(\bar{y}), \bar{z}) \approx f(\bar{x}, \bar{y}, \bar{z})\}$ that we first encountered in Example 5 is called the flat theory, where $f$ is the flat flexible arity individual function symbol.

General syntactic sequence unification is decidable. We just sketch the proof idea here, details can be found in [14]. We show decidability in three steps: First, we reduce the general syntactic sequence unification problem by a unifiability preserving transformation to a unification problem containing no sequence function symbols. Second, applying yet another unifiability preserving transformation we get rid of all free flexible arity (individual) function symbols, obtaining a unification problem whose signature consists of fixed arity individual function symbols and one flat flexible arity individual function symbol. Finally, we show decidability of the reduced problem using Baader-Schulz combination method [2] and decidability results for word equations and Robinson unification, both with linear constant restrictions.

## 3 Relation with Order-Sorted Higher-Order Unification

In this section we relate syntactic sequence unification with order-sorted unification. Unification in order-sorted theories has been studied by many authors (see, e.g., $[24,22,16,9,19,10,11])$. Syntactic sequence unification can be considered as a special case of order-sorted higher-order $E$-unification. Here we show the corresponding encoding. We consider simply typed $\lambda$-calculus with the types $i$ and $o$. The set of base sorts consists of ind, seq, seqc, o such that the type of o is $o$ and the type of the other sorts is $i$. We will treat individual and sequence variables as first order variables, sequence functions as second order variables and define a context $\Gamma$ such that $\Gamma(x)=$ ind for all $x \in \mathcal{V}_{\text {Ind }}, \Gamma(\bar{x})=$ seq for all $\bar{x} \in \mathcal{V}_{\text {Seq }}$, $\Gamma(\bar{f})=$ seq $\rightarrow$ seqc for each $\bar{f} \in \mathcal{F}_{\text {Seq }}^{\text {Flex }}$, and $\Gamma(\bar{f})=\underbrace{\text { ind } \rightarrow \cdots \rightarrow \text { ind }}_{n \text { times }} \rightarrow$ seqc for each $\bar{f} \in \mathcal{F}_{\text {Seq }}^{\mathrm{Fix}}$ with $\mathcal{A} r(f)=n$. Individual function symbols are treated as constants. We assign to each $f \in \mathcal{F}_{\text {Ind }}^{\text {Flex }}$ a functional sort seq $\rightarrow$ ind and to each $f \in \mathcal{F}_{\text {Ind }}^{\text {Fix }}$ with $\mathcal{A} r(f)=n$ a functional sort $\underbrace{\text { ind } \rightarrow \cdots \rightarrow \text { ind }}_{n \text { times }} \rightarrow$ ind. We assume equality constants $\approx_{s}$ for every sort $s$. In addition, we have two function symbols: binary $\urcorner$ of the sort seq $\rightarrow$ seq $\rightarrow$ seq and a constant [] of the sort seq. Sorts are partially ordered as [ind $\leq$ seqc] and [seqc $\leq$ seq]. The equational theory is an AU-theory, asserting associativity of $\urcorner$ with [] as left and right unit. We consider unification problems for terms of the sort ind where terms are in $\beta \eta$-normal form containing no bound variables, and terms whose head is $\urcorner$ are flattened. For a given unification problem $\Gamma$ in this theory, we are looking for unifiers that obey the following restrictions: If a unifier $\sigma$ binds a second order variable $\bar{f}$ of the sort seq $\rightarrow$ seqc, then $\bar{f} \sigma=\lambda \bar{x}\left\ulcorner\overline{g_{1}}(\bar{x}), \ldots, \overline{g_{m}}(\bar{x})\right\urcorner$
and if $\sigma$ binds a second order variable $\bar{f}$ of the sort $\underbrace{\text { ind } \rightarrow \cdots \rightarrow \text { ind }}_{n \text { times }} \rightarrow$ seqc, then $\bar{f} \sigma=\lambda x_{1} \ldots x_{n} \cdot\left\ulcorner\overline{g_{1}}\left(x_{1}, \ldots, x_{n}\right), \ldots, \overline{g_{m}}\left(x_{1}, \ldots, x_{n}\right)\right\urcorner$, where $m>1$ and $\overline{g_{1}}, \ldots, \overline{g_{m}}$ are fresh variables of the same sort as $f$.

Hence, syntactic sequence unification can be considered as order-sorted se-cond-order AU-unification with additional restrictions. Order-sorted higher-order syntactic unification was investigated in [16, 9-11, 19], but we are not aware of any work done on order-sorted higher-order equational unification.

## 4 Unification Procedure

In the sequel we assume that $\Gamma$, maybe with indices, and $\Gamma^{\prime}$ denote syntactic sequence unification problems. A system is either the symbol $\perp$ (representing failure), or a pair $\langle\Gamma ; \sigma\rangle$. The inference system $\mathfrak{U}$ consists of the transformation rules on systems listed below. The function symbol $g \in \mathcal{F}_{\text {Ind }}^{\text {Flex }}$ in the rule PD2 is new. In the Splitting rule $\overline{f_{1}}$ and $\overline{f_{2}}$ are new sequence function symbols of the same arity as $\bar{f}$ in the same rule. We assume that the indices $n, m, k, l \geq 0$.

## Projection (P):

$\langle\Gamma ; \sigma\rangle \Longrightarrow\langle\Gamma \vartheta ; \sigma \vartheta\rangle$, where $\vartheta \neq \varepsilon, \operatorname{Dom}(\vartheta) \subseteq \mathcal{S} \mathcal{V} a r(\Gamma)$ and $\mathcal{C o d}(\vartheta)=\emptyset$.

## Trivial (T):

$\left\langle\left\{s \approx_{\dot{\emptyset}}^{?} s\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow\left\langle\Gamma^{\prime} ; \sigma\right\rangle$.
Orient 1 (O1):
$\left\langle\left\{s \approx_{\dot{\emptyset}}^{?} x\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow\left\langle\left\{x \approx_{\dot{\emptyset}}^{?} s\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle$, if $s \notin \mathcal{V}_{\text {Ind }}$.
Orient 2 (O2):
$\left\langle\left\{f\left(s, s_{1}, \ldots, s_{n}\right) \approx_{\emptyset}^{?} f\left(\bar{x}, t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow$
$\left\langle\left\{f\left(\bar{x}, t_{1}, \ldots, t_{m}\right) \approx_{\emptyset}^{?} f\left(s, s_{1}, \ldots, s_{n}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle, \quad$ if $s \notin \mathcal{V}_{\text {Seq }}$.

## Solve (S):

$\left\langle\left\{x \approx_{\tilde{\emptyset}} t\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow\left\langle\Gamma^{\prime} \vartheta ; \sigma \vartheta\right\rangle$, if $x \notin \mathcal{I} \mathcal{V} \operatorname{ar}(t)$ and $\vartheta=\{x \mapsto t\}$.
Total Decomposition (TD):

$$
\begin{aligned}
& \quad\left\langle\left\{f\left(s_{1}, \ldots, s_{n}\right) \approx_{?}^{?} f\left(t_{1}, \ldots, t_{n}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow \\
& \quad\left\langle\left\{s_{1} \approx_{\emptyset}^{?} t_{1}, \ldots, s_{n} \approx_{\emptyset}^{?} t_{n}\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \\
& \text { if } f\left(s_{1}, \ldots, s_{n}\right) \neq f\left(t_{1}, \ldots, t_{n}\right), \text { and } s_{i}, t_{i} \in \mathcal{T}_{\text {Ind }}(\mathcal{F}, \mathcal{V}) \text { for all } 1 \leq i \leq n .
\end{aligned}
$$

Partial Decomposition 1 (PD1):
$\left\langle\left\{f\left(s_{1}, \ldots, s_{n}\right) \approx_{\hat{\emptyset}} f\left(t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \quad \Longrightarrow$
$\left\langle\left\{s_{1} \approx_{\hat{\emptyset}} t_{1}, \ldots, s_{k-1} \approx_{\hat{\emptyset}}^{?} t_{k-1}, f\left(s_{k}, \ldots, s_{n}\right) \approx_{\hat{\emptyset}} f\left(t_{k}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle$
if $f\left(s_{1}, \ldots, s_{n}\right) \neq f\left(t_{1}, \ldots, t_{m}\right)$, for some $1<k \leq \min (n, m)$,
$s_{k} \in \mathcal{T}_{\text {Seq }}(\mathcal{F}, \mathcal{V})$ or $t_{k} \in \mathcal{T}_{\text {Seq }}(\mathcal{F}, \mathcal{V})$, and $s_{i}, t_{i} \in \mathcal{I}_{\text {Ind }}(\mathcal{F}, \mathcal{V})$ for all $1 \leq i<k$.

## Partial Decomposition 2 (PD2):

$$
\left.\begin{array}{rl} 
& \left\langle\left\{f\left(\bar{f}\left(r_{1}, \ldots, r_{k}\right), s_{1}, \ldots, s_{n}\right) \approx_{\hat{\emptyset}} f\left(\bar{f}\left(q_{1}, \ldots, q_{l}\right), t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \\
\quad\left\langle\left\{g\left(r_{1}, \ldots, r_{k}\right) \approx_{\hat{\emptyset}}^{?} g\left(q_{1}, \ldots, q_{l}\right), f\left(s_{1}, \ldots, s_{n}\right) \approx_{\dot{\emptyset}}^{?} f\left(t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle .
\end{array}\right]
$$

## Sequence Variable Elimination 1 (SVE1):

$$
\begin{aligned}
& \quad\left\langle\left\{f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \approx_{?}^{?} f\left(\bar{x}, t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow \\
& \quad\left\langle\left\{f\left(s_{1}, \ldots, s_{n}\right) \approx_{\dot{\emptyset}} f\left(t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \\
& \text { if } f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \neq f\left(\bar{x}, t_{1}, \ldots, t_{m}\right) \text {. }
\end{aligned}
$$

## Sequence Variable Elimination 2 (SVE2):

$$
\begin{aligned}
& \left\langle\left\{f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \approx_{\dot{?}}^{\dot{p}} f\left(t, t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \Longrightarrow \\
& \left\langle\left\{f\left(s_{1}, \ldots, s_{n}\right) \vartheta \approx_{\dot{\emptyset}} f\left(t_{1}, \ldots, t_{m}\right) \vartheta\right\} \cup \Gamma^{\prime} \vartheta ; \sigma \vartheta\right\rangle
\end{aligned}
$$

if $\bar{x} \notin \mathcal{S} \mathcal{V} \operatorname{ar}(t)$ and $\vartheta=\{\bar{x} \mapsto t\}$.
Widening 1 (W1):

$$
\begin{aligned}
& \left\langle\left\{f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \approx_{\dot{\emptyset}}^{?} f\left(t, t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \\
& \left\langle\left\{f\left(\bar{x}, s_{1} \vartheta, \ldots, s_{n} \vartheta\right) \approx_{\dot{\emptyset}} f\left(t_{1} \vartheta, \ldots, t_{m} \vartheta\right)\right\} \cup \Gamma^{\prime} \vartheta ; \sigma \vartheta\right\rangle
\end{aligned} \Longrightarrow
$$

if $\bar{x} \notin \mathcal{S} \mathcal{V} \operatorname{ar}(t)$ and $\vartheta=\{\bar{x} \mapsto\ulcorner t, \bar{x}\urcorner\}$.
Widening 2 (W2):

$$
\begin{aligned}
& \left\langle\left\{f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \approx_{\dot{\emptyset}}^{?} f\left(\bar{y}, t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \\
& \left\langle\left\{f\left(s_{1} \vartheta, \ldots, s_{n} \vartheta\right) \approx_{\dot{\emptyset}}^{?} f\left(\bar{y}, t_{1} \vartheta, \ldots, t_{m} \vartheta\right)\right\} \cup \Gamma^{\prime} \vartheta ; \sigma \vartheta\right\rangle
\end{aligned} \Longrightarrow
$$

where $\vartheta=\{\bar{y} \mapsto\ulcorner\bar{x}, \bar{y}\urcorner\}$.
Splitting (Sp):

$$
\left\langle\left\{f\left(\bar{x}, s_{1}, \ldots, s_{n}\right) \approx_{\dot{\emptyset}}^{?} f\left(\bar{f}\left(r_{1}, \ldots, r_{k}\right), t_{1}, \ldots, t_{m}\right)\right\} \cup \Gamma^{\prime} ; \sigma\right\rangle \quad \Longrightarrow
$$

$$
\left\langle\left\{f\left(s_{1}, \ldots, s_{n}\right) \vartheta \approx_{\dot{\emptyset}}^{?} f\left(f_{2}\left(r_{1}, \ldots, r_{k}\right), t_{1}, \ldots, t_{m}\right) \vartheta\right\} \cup \Gamma^{\prime} \vartheta ; \sigma \vartheta\right\rangle
$$

if $\bar{x} \notin \mathcal{S} \mathcal{V} \operatorname{ar}\left(\bar{f}\left(r_{1}, \ldots, r_{k}\right)\right)$ and $\vartheta=\left\{\bar{x} \mapsto \overline{f_{1}}\left(r_{1}, \ldots, r_{k}\right)\right\}\left\{\bar{f} \mapsto\left\ulcorner\overline{f_{1}}, \overline{f_{2}}\right\urcorner\right\}$.
We may use the rule name abbreviations as subscripts, e.g., $\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle \Longrightarrow \mathrm{P}$ $\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle$ for Projection. We may also write $\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle \Longrightarrow_{\mathrm{BT}}\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle$ to indicate that $\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle$ was transformed to $\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle$ by some basic transformation (i.e., non-projection) rule. $\mathbf{P}, \mathbf{S V E 2}, \mathbf{W} 1, \mathbf{W 2}$, and $\mathbf{S p}$ are non-deterministic rules.

A derivation is a sequence $\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle \Longrightarrow\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle \Longrightarrow \cdots$ of system transformations. A derivation is fair if any transformation rule which is continuously enabled is eventually applied. Any finite fair derivation $S_{1} \Longrightarrow S_{2} \Longrightarrow \cdots \Longrightarrow S_{n}$ is maximal, i.e., no further transformation rule can be applied on $S_{n}$.

Definition 17. A syntactic sequence unification procedure is any program that takes a system $\langle\Gamma ; \varepsilon\rangle$ as an input and uses the rules in $\mathfrak{U}$ to generate a tree of fair derivations, called the unification tree for $\Gamma, \mathcal{U} \mathcal{T}(\Gamma)$, in the following way:

1. The root of the tree is labeled with $\langle\Gamma ; \varepsilon\rangle$;
2. Each branch of the tree is a fair derivation either of the form $\langle\Gamma ; \varepsilon\rangle \Longrightarrow{ }_{\mathrm{P}}$ $\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle \Longrightarrow \mathrm{BT}\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle \Longrightarrow \mathrm{BT} \cdots$ or $\langle\Gamma ; \varepsilon\rangle \Longrightarrow{ }_{\mathrm{BT}}\left\langle\Gamma_{1} ; \sigma_{1}\right\rangle \Longrightarrow_{\mathrm{BT}}$ $\left\langle\Gamma_{2} ; \sigma_{2}\right\rangle \Longrightarrow{ }_{\mathrm{BT}} \cdots$. The nodes in the tree are systems.
3. If several transformation rules, or different instances of the same transformation rule are applicable to a node in the tree, they are applied concurrently.
4. The decision procedure is applied to the root and to each node generated by a non-deterministic transformation rule, to decide whether the node contains a solvable unification problem. If the unification problem $\Delta$ in a node $\langle\Delta ; \delta\rangle$ is unsolvable, then the branch is extended by $\langle\Delta ; \delta\rangle \Longrightarrow \mathrm{DP} \perp$.

The leaves of $\mathcal{U} \mathcal{T}(\Gamma)$ are labeled either with the systems of the form $\langle\emptyset ; \sigma\rangle$ or with $\perp$. The branches of $\mathcal{U} \mathcal{T}(\Gamma)$ that end with $\langle\emptyset ; \sigma\rangle$ are called successful branches, and those with the leaves $\perp$ are failed branches. We denote by $\mathcal{S o l}_{\emptyset}(\Gamma)$ the solution set of $\Gamma$, i.e., the set of all $\sigma$-s such that $\langle\emptyset ; \sigma\rangle$ is a leaf of $\mathcal{U T}(\Gamma)$.

The calculus is sound and complete:
Theorem 1 (Soundness). If $\langle\Gamma ; \varepsilon\rangle \Longrightarrow{ }^{+}\langle\emptyset ; \vartheta\rangle$, then $\vartheta \in \mathcal{U}_{\emptyset}(\Gamma)$.
Theorem 2 (Completeness). $\mathcal{S o l}_{\emptyset}(\Gamma)$ is a complete set of unifiers of $\Gamma$.
The set $\mathcal{S o l}_{\emptyset}(\Gamma)$, in general, is not minimal with respect to $\mathcal{V} \operatorname{Var}(\Gamma)$ and $\mathcal{S F}$ un $(\Gamma)$ modulo the free theory. Just consider $\Gamma=\{f(\bar{x}) \approx ? f(\bar{y})\}$, then $\mathcal{S o l}_{\emptyset}(\Gamma)=$ $\{\{\bar{x} \mapsto \bar{y}\}, \quad\{\bar{x} \mapsto\ulcorner \urcorner, \bar{y} \mapsto\ulcorner \urcorner\}\}$. However, it can be shown that $\mathcal{S o l}_{\emptyset}(\Gamma)$ is almost minimal ${ }^{7}$, that implies the main result of this section:

Theorem 3 (Main Theorem). $\mathcal{S o l}_{\emptyset}(\Gamma)=a m c u_{\emptyset}(\Gamma)$.

## 5 Implementation

We implemented the procedure (without the decision algorithm) in MathematICA [25] on the base of a rule-based programming system $\rho$ LOG [15]. $\rho$ LoG provides full support for programming with the primitive operators for defining elementary rules and for computing with unions, compositions, reflexive-transitive closures, and normal forms of transformation rules. Rules are specifications of partially defined and possibly non-deterministic computations which describe the calculation of a new object from another object described by a pattern. Strategies are built with a minimal number of rule combinators: composition, alternatives, repetition, normalization, and first commitment. A version of applicative higher-order matching algorithm with sequence variables is built-in. In such a language it is pretty straightforward to implement calculi like the unification procedure described in this paper. For instance, the SVE2 and O2 rules can be implemented as a single $\rho$ Log rule "O2SVE2" as follows:

```
DeclareRule[ \(\left\langle\left\{\left(\mathrm{f}_{-}\left[\mathrm{x}_{-}\right.\right.\right.\right.\)?SVarQ, \(\left.\left.\mathrm{s}_{---}\right] \approx \mathrm{f}_{-}\left[\mathrm{r}_{-}, \mathrm{t}_{---}\right]\right) \mid\)
```



```
    \(\langle\{\mathrm{f}[\mathrm{s}] \approx \mathrm{f}[\mathrm{t}], \mathrm{rest}\} / . \mathrm{x} \rightarrow \mathrm{r}, \sigma \circ\{\mathrm{x} \rightarrow \mathrm{r}\}\rangle]\);
```

The basic transformation rules of the procedure are combined in one rule called "BT" using the combinator for alternatives, that (on backtracking) computes the union of the results of each rule. Instead of costly decision algorithm we implemented simpler rules that provide sufficient conditions to detect failure. These rules are combined with each other by the combinator for alternatives, and the obtained rule is combined with the "BT" by the first commitment combinator, getting a rule called "Failure+BT". Then the procedure itself is nothing else than the strategy that composes the projection rule with the NF ["Failure+BT"] rule,

[^3]where NF is the rule combinator for the normal form. Then $\rho$ LOG performs depthfirst search with bounded depth and backtracking, thus generating a finite subset of the set of solutions.

## 6 Conclusions

We developed a complete almost minimal unification procedure for general syntactic unification with sequence variables and sequence functions.

Syntactic sequence unification is decidable but infinitary. Under certain restrictions the unification problems have at most finitely many solutions: sequence variables in the last argument positions, unification problems with at least one ground side (matching as a particular instance), all sequence variables on the top level with maximum one occurrence. It would be interesting to identify more cases with finite or finitely representable solution sets.
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[^0]:    * Supported by the Austrian Science Foundation (FWF) under Project SFB F1302.
    ${ }^{3}$ Semantically, sequence functions can be interpreted as multi-valued functions.
    ${ }^{4}$ Available from http://www.ricam.oeaw.ac.at/people/page/marin/RhoLog/.

[^1]:    ${ }^{5}$ To improve readability, we write sequences that bind sequence variables between $\ulcorner$ and $\urcorner$.

[^2]:    ${ }^{6}$ Note that the codomain of a substitution is a set of terms and sequence function symbols, not a set consisting of terms, sequences of terms, sequence function symbols, and sequences of sequence function symbols. For instance, $\mathcal{C o d}(\{x \mapsto f(a), \bar{x} \mapsto$ $\left.\left.\ulcorner a, a, b\urcorner, \bar{c} \mapsto\left\ulcorner\overline{c_{1}}, \overline{c_{2}}\right\urcorner\right\}\right)=\left\{f(a), a, b, \overline{c_{1}}, \overline{c_{2}}\right\}$.

[^3]:    ${ }^{7}$ In fact, $\mathcal{S o l}_{\emptyset}(\Gamma)$ has a stronger property: almost disjointness.

