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Abstract—We consider the problem of solving approximate equations between logic terms. The approximation is expressed by proximity relations. They are reflexive and symmetric (but not necessarily transitive) fuzzy binary relations. The equations are solved by variable substitutions that bring the sides of equations “close” to each other with respect to a predefined degree. We consider unification and matching equations in which mismatches in function symbol names, arity, and in the argument order are tolerated (i.e., the approximate equations are formulated over so-called fully fuzzy signatures). This work generalizes on the one hand, class-based proximity unification to fully fuzzy signatures, and on the other hand, unification with similarity relations over a fully fuzzy signature by extending similarity to proximity.

Index Terms—Unification, matching, proximity relations, approximate inference, fully fuzzy signatures.

I. INTRODUCTION

Unification and matching are central computational mechanisms in automated reasoning, rewriting, and declarative programming. In the first-order syntactic case, these techniques fail when there is no match between two corresponding function symbols of the terms to be unified. While in many situations this is the desired outcome, there are cases when some tolerance regarding the mismatches would offer a better result. The type of the accepted differences can vary, and some mismatches were already explored in the fuzzy context, concerning reasoning with imprecise, vague information.

Mismatch between symbol names under similarity. Similarity is a fuzzy equivalence relation. Similarity-based unification is a relatively well-studied technique, developed for approximate reasoning and fuzzy logic programming. Some early works in this area include [1], [2]. Sessa’s weak unification algorithm [3] extends first-order unification by allowing similarity between function symbols of the same arity. Later, weak unification has been extended and generalized in various ways: to multiple similarity relations [4], similarities in fully fuzzy signatures [5], extensions of similarity to proximity [6], [7].

Similarity-based unification to fully fuzzy signatures. In fully fuzzy signatures one allows mismatches not only in symbol names, but also in their arities. Function symbols of different arities are allowed to be similar. Unification in such languages was studied in [5], where the similarity relation between arguments of different-arity function symbols is assumed to be given by injective mappings.
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Extending similarity to proximity. In [6] and later in [8], the authors relaxed similarity to proximity: reflexive, symmetric, but not necessarily transitive fuzzy binary relations. The proximity relation has been considered between function symbols of the same arity and a so-called block-based approach to unification has been proposed. Blocks are cliques in undirected graphs that are induced by proximity relations. Two symbols are considered proximal if they belong to the same clique in some fixed clique partition of such graphs. The first, restricted attempt of extending block-based proximity unification to fully fuzzy signatures was reported in [9].

Yet another approach to proximity-based unification was introduced in [7]. It is based on proximity classes, which correspond to node neighborhoods in graphs generated by proximity relations. Two symbols of the same arity are proximal if they belong to the same class. The algorithm is presented as a constraint solving procedure, suitable for constraint-based inferences such as, e.g., constraint logic programming.

Our contribution: generalizing proximity-based unification to fully fuzzy signatures. In this paper, we make a step further and consider proximity relations between function symbols of different arities. It leads to the development of proximity-based unification in fully fuzzy signatures which generalizes, on the one hand, the proximity-based unification from [7] and, on the other hand, the similarity-based unification in fully fuzzy signatures from [5]. We develop two algorithms, for unification and for matching, and prove their termination, soundness, and completeness. Our approach is class-based. Proximity between arguments of different-arity function symbols is given by relations, which are not required to be functional, although for unification we consider correspondence relations. It is a very flexible approach, which opens a way to extending proximity-based unification towards special equational theories.

II. PRELIMINARIES

A. Proximity relations

We define the basic notions about proximity relations according to [6]. For a set \( \mathcal{S} \), a mapping from \( \mathcal{S} \times \mathcal{S} \) to the real interval \([0, 1]\) is called a binary fuzzy relation on \( \mathcal{S} \). By fixing a number \( \lambda, 0 \leq \lambda \leq 1 \), we can define the crisp counterpart of \( \mathcal{R} \), named the \( \lambda \)-cut of \( \mathcal{R} \) on \( \mathcal{S} \), as \( \mathcal{R}_\lambda := \{(s_1, s_2) \mid \mathcal{R}(s_1, s_2) \geq \lambda\} \). We take the minimum
as the T-norm \( \wedge \). A proximity relation on a set \( S \) is a reflexive and symmetric fuzzy relation \( R \) on \( S \).

B. Terms and substitutions

We consider first-order terms defined over a set of variables \( V \) and a set of function symbols \( F \); \( t := x \mid f(t_1, \ldots, t_n) \), where \( x \in V \) is a variable and \( f \in F \) is an \( n \)-ary function symbol with \( n \geq 0 \). We denote arbitrary function symbols by \( f, g, h, p, q \), constants (0-ary function symbols) by \( a, b, c \), variables by \( x, y, z, u, v \), and terms by \( s, t, r \). The head of a term is defined as \( \text{head}(x) := x \) and \( \text{head}(f(t_1, \ldots, t_n)) := f \). The set of all variables appearing in \( t \) is denoted by \( \text{var}(t) \). If \( \var(t) = \emptyset \), we call \( t \) a ground term. The notions of position and term depth are defined in the standard way, see, e.g. [10].

A substitution is a mapping from variables to terms, which is the identity almost everywhere. We use the Greek letters \( \sigma, \theta, \varphi \) to denote substitutions, except for the identity substitution which is written as \( \text{Id} \). We represent substitutions with the usual set notation: \( \sigma \) is represented as \( \{ x \mapsto \sigma(x) \mid x \neq \sigma(x) \} \).

The restriction of a substitution \( \sigma \) on a set of variables \( V \), denoted by \( \sigma \mid V \), is the substitution defined as \( \sigma \mid V(x) := \sigma(x) \) when \( x \in V \) and \( \sigma \mid V(x) := x \) otherwise.

The application of a substitution \( \sigma \) to a term \( t \), denoted by \( \sigma t \), is defined as \( \sigma t := \sigma(x) \) and \( f(t_1, \ldots, t_n) \sigma := f(t_1 \sigma, \ldots, t_n \sigma) \). Substitution composition is defined as a composition of mappings, and we write \( \sigma \vartheta \) for the composition of \( \sigma \) with \( \theta \). The operation is associative but not commutative.

The notion of more generality for substitutions is defined with the help of syntactic equality: \( \sigma \geq \vartheta \), written \( \sigma \leq \vartheta \) if there exists \( \varphi \) such that \( \sigma \varphi = \vartheta \). The strict part of \( \leq \) is denoted by \( \prec \).

C. Argument relations

Given two sets \( N = \{ 1, \ldots, n \} \) and \( M = \{ 1, \ldots, m \} \), a binary argument relation over \( N \times M \) is a (possibly empty) subset of \( N \times M \). We denote argument relations by \( \rho \).

Given a proximity relation \( R \) over \( F \), we assume that for any pair of function symbols \( f \) and \( g \) with \( R(f, g) = \alpha > 0 \), where \( f \) is \( n \)-ary and \( g \) is \( m \)-ary, there is an argument relation \( \rho \) over \( \{ 1, \ldots, n \} \times \{ 1, \ldots, m \} \). We use the notation \( f \sim_{R, \alpha} g \).

Note that \( \rho \) is the empty relation if \( f \) or \( g \) is a constant, and the identity relation if \( f = g \). Moreover, \( f \sim_{R, \alpha}^0 g \) iff \( g \sim_{R, \alpha}^0 f \), where \( \rho^{-1} \) is the inverse of \( \rho \).

D. Proximity relations over terms

Each proximity relation \( R \) considered in this paper is defined on \( F \cup V \) such that \( R(f, x) = 0 \) for all \( f \in F \) and \( x \in V \), and \( R(x, y) = 0 \) for all \( x \neq y \), \( x, y \in V \). It is assumed that for each \( f \in F \), its \( (R, \lambda) \)-proximity class \( \{ g \mid R(f, g) \geq \lambda \} \) is finite for any \( R \) and \( \lambda \).

We then extend such an \( R \) to terms: (i) \( R(s, t) := 0 \) if \( \text{head}(s) = \text{head}(t) \); (ii) \( R(s, t) := 1 \) if \( s = t, s, t \in V \); (iii) \( R(s, t) := R(f, g) \land R(s_{i_1}, t_{j_1}) \land \cdots \land R(s_{i_k}, t_{j_k}) \) if \( s \neq t \).

We write \( t \preceq R, \lambda s \) if \( R(t, s) \geq \lambda \).

1 Note that we did not use proximity in the definition of more generality, in order to guarantee that \( \preceq \) is a quasi-order, preserving good properties of unifiers. See Remark 1 in [7].
and, hence, by the induction hypothesis $\var(s_j) = \var(t_i)$. Therefore, $\var(t) = \bigcup_{j=1}^{n} \var(t_i) = \bigcup_{j=1}^{m} \var(s_j) = \var(s)$.

To prove (b), by the definition of correspondence relations, a non-constant term cannot be $(R, \Lambda)$-close to a constant. According to the definition of proximity, no nonvariable term is $(R, \Lambda)$-close to a variable. By structural induction over terms we get that no term is $(R, \Lambda)$-close to its proper subterm. □

A set of $(R, \Lambda)$-equations $\{x \simeq_{R, \Lambda} y\} \cup P$ contains an occurrence cycle for $x$ if $x \not\in \mathcal{V}$ and there exist term-pairs $(x_0, s_0), (x_1, s_1), \ldots, (x_n, s_n)$ such that $x_0 = x$, $s_0 = s$, and for each $0 \leq i \leq n$ the set $P$ contains an equation $x_i \simeq_{R, \Lambda} s_i$ or $s_i \simeq_{R, \Lambda} x_i$ with $x_{i+1} \in \var(s_i)$, where $x_{n+1} = x_0$.

**Lemma 2.** Let all argument relations in $R$ be correspondence relations. If a set of $(R, \Lambda)$-equations $\{x \simeq_{R, \Lambda} y\} \cup P$ contains an occurrence cycle for some variable, then $P$ has no solution.

**Proof.** By Lemma 1, no term can be $(R, \Lambda)$-close to its proper subterm. Therefore, equations containing an occurrence cycle cannot have an solution. □

Now we formulate a unification algorithm in a rule-based way. The rules work on triples $P, \sigma; \alpha$, called unification configurations, where $P$ is a unification problem, $\sigma$ is the substitution computed so far, and $\alpha$ is the approximation degree, also computed so far. The symbol $\bot$ is a special configuration, indicating failure. The rules transform configurations into configurations $(R$ and $\Lambda$ are given, $\cup$ is disjoint union):

**Tri-U:** Trivial

$\{x \simeq_{R, \Lambda} x\} \cup P; \sigma; \alpha \Rightarrow P; \sigma; \alpha$.

**Dec-U:** Decomposition

$\{f(t_1, \ldots, t_n) \simeq_{R, \Lambda} g(s_1, \ldots, s_m)\} \cup P; \sigma; \alpha \Rightarrow P \cup \{t_i \simeq_{R, \Lambda} s_j \mid (i, j) \in \rho\}; \sigma; \alpha \land \beta$,

where $n, m \geq 0$, $f \simeq_{R, \Lambda}^p g$ and $\beta \geq \lambda$.

**Cla-U:** Clash

$\{f(t_1, \ldots, t_n) \simeq_{R, \Lambda} g(s_1, \ldots, s_m)\} \cup P; \sigma; \alpha \Rightarrow \bot$,

if $R(f, g) < \lambda$.

**Ori-U:** Orient

$\{t \simeq_{R, \Lambda} x\} \cup P; \sigma; \alpha \Rightarrow P \cup \{x \simeq_{R, \Lambda} t\}; \sigma; \alpha$,

if $t$ is not a variable.

**Occ-U:** Occurrence check

$\{x \simeq_{R, \Lambda} g(s_1, \ldots, s_n)\} \cup P; \sigma; \alpha \Rightarrow \bot$,

if $\{x \simeq_{R, \Lambda} g(s_1, \ldots, s_n)\} \cup P$ has an occurrence cycle for $x$.

**Var-E-U:** Variable elimination

$\{x \simeq_{R, \Lambda} g(s_1, \ldots, s_n)\} \cup P; \sigma; \alpha \Rightarrow P \cup \{v_i \simeq_{R, \Lambda} s_j \mid (i, j) \in \rho\}; \sigma \cup \alpha \land \beta$,

where $\{x \simeq_{R, \Lambda} g(s_1, \ldots, s_n)\} \cup P$ does not contain an occurrence cycle for $x$, $\partial = \{x \simeq f(v_1, \ldots, v_m)\}$ with fresh variables $v_1, \ldots, v_m$, $f \simeq_{R, \Lambda}^p g$ with $\beta \geq \lambda$, and $n, m \geq 0$.

Given a unification problem $P$, we create the initial system $P; Id; 1$ and start applying the unification rules in all possible ways, generating a complete tree of derivations in the standard way. The Var-E-U rule causes branching, since there can be multiple $f$’s satisfying the condition there. No rule applies to $\bot$ or to a configuration of the form $\{x_1 \simeq_{R, \Lambda} y_1, \ldots, x_n \simeq_{R, \Lambda} y_n\}; \sigma; \alpha$, $n \geq 0$, called variables-only configuration. In the latter case we say that $\alpha$ is the computed approximation degree, $\sigma|_{\var(P)}$ is the computed substitution, and $\{x_1 \simeq_{R, \Lambda} y_1, \ldots, x_n \simeq_{R, \Lambda} y_n\}$ is the computed constraint. We denote the obtained unification algorithm by $\lambda$.

In the examples below it is assumed that $R(sym_1, sym_2) = 0$ for any pair of distinct symbols sym1 and sym2 except those for which the proximity is explicitly given.

**Example 1.** Assume $p$ is a unary function symbol, $q$, $g$, and $h$ are binary, $f$ is ternary, and $a, b, c$ are constants such that $p \simeq_{R, \Lambda}^7 (1, 1, 1) f$, $f \simeq_{R, \Lambda}^6 (1, 1, 2, 1), 3, 11)$, $g \simeq_{R, \Lambda}^5 (1, 2, 1), 3, 2, 3)$, $h \simeq_{R, \Lambda}^4 (0, c, 4, c)$, and $h \simeq_{R, \Lambda}^3 (0, c, 4, c)$.

Consider the unification problem $P = \{p(x) \simeq_{R, \Lambda}^4 q(g(u, y), h(z, u))\}$. Then $\lambda$ stops with the configuration $\sigma; \alpha$ where $\sigma = \{v_1 \simeq_{R, \Lambda}^4 u, v_2 \simeq_{R, \Lambda}^4 y, v_2 \simeq_{R, \Lambda}^4 z, v_3 \simeq_{R, \Lambda}^4 u\}$ and $\sigma \var(P) = \{x \simeq f(v_1, v_2, v_3)\}$ and $\alpha = 0.5$.

For illustration, we take three unifiers of $P$: $\var_1, \var_2$, and $\var_3$ together with their approximation degrees $\beta_1, \beta_2$, and $\beta_3$, and show how they can be obtained from $S; \sigma$: $\var_1 = \{x \simeq f(u, z, y), y \simeq z\}$ and $\beta_1 = 0.5$.

1) $\var_1 \sigma = \{u \simeq_{R, \Lambda} f(y, z), v_1 \simeq u, v_2 \simeq z, v_3 \simeq v\}$ and $\sigma \var(P) = \{x \simeq f(v_1, v_2, v_3)\}$.

2) $\var_2 \sigma = \{x \simeq f(v, u, b), y \simeq b, z \simeq b\}$ and $\beta_2 = 0.5$.

3) $\var_3 \sigma = \{x \simeq f(u, c, y), y \simeq b, z \simeq c\}$ and $\beta_3 = 0.4$.

The instance of $S; \sigma$ under $\var_2 = \{y \simeq c, v_1 \simeq u, v_2 \simeq z, v_3 \simeq v\}$ and $\var_2 \sigma = \{x \simeq f(u, c, y), y \simeq b, z \simeq b, v_1 \simeq u, v_2 \simeq c, v_3 \simeq v\}$.

$S \sigma$ is solved and $\sigma \var(P) = \var_2$. Besides, $\alpha \geq \beta_2$.

The instance of $S; \sigma$ under $\var_3 = \{y \simeq b, \var_1 \simeq u, \var_2 \simeq c, y \simeq b, z \simeq c\}$ and $\var_3 \sigma = \{x \simeq f(u, c, y), v_1 \simeq u, v_2 \simeq c, y \simeq b, z \simeq c, v_3 \simeq u\}$.

$S \sigma$ is solved and $\sigma \var(P) = \var_3$. Besides, $\alpha \geq \beta_3$.

This example explains why $\lambda$ stops at variables-only configuration. If it went further from $S; \sigma$ as usual and eliminated $y, v_1, v_2, v_3$ by $\{y \simeq z, v_1 \simeq u, v_2 \simeq z, v_3 \simeq u\}$, we would end up with the configuration $\var_4 \{x \simeq f(u, z, u), y \simeq z, v_1 \simeq u, v_2 \simeq z, v_3 \simeq u\}$, computing the unifier $\var_1$ as above, but it would not be more general than the unifier $\var_3$. (Recall: more generality is defined by equality, not by proximity.)

**Theorem 1.** The decision problem of $(R, \Lambda)$-unification with arity mismatch is NP-hard.
Proof. By reduction from positive 1-in-3-SAT. Consider the argument correspondence relations\(^2\) \(\rho_1 = \{(1,1),(2,2),(3,3)\}\), \(\rho_2 = \{(1,3),(2,1),(3,2)\}\), \(\rho_3 = \{(1,2),(2,3),(3,1)\}\), and assume \(h_i \preceq_{\text{R}_I} h_j \) and \(h_i \preceq_{\text{R}_A} g \) for each \(1 \leq i \leq 3\). Then each positive 3-SAT clause \(x_1 \lor x_2 \lor x_3\) can be encoded as two proximity equations \(y \preceq_{\text{R}_I} f(x_1,x_2,x_3)\) and \(y \preceq_{\text{R}_A} g(1,0,0)\), where 1 and 0 are constants. Their unifiers force exactly one \(x\) to be mapped to 1, and the other two to \(\{y \mapsto h_1(1,0,0), x_1 \mapsto 1, x_2 \mapsto 0, x_3 \mapsto 0\}\), \(\{y \mapsto h_2(0,1,0), x_1 \mapsto 0, x_2 \mapsto 1, x_3 \mapsto 0\}\), and \(\{y \mapsto h_3(0,0,1), x_1 \mapsto 0, x_2 \mapsto 0, x_3 \mapsto 1\}\). The reduction is polynomial and preserves solvability in both directions.

Below we state the properties of the algorithm \(\mathcal{U}\).

**Theorem 2.** \(\mathcal{U}\) terminates for any input.

Proof. According to [11], for a syntactic unification problem \(P\), the maximal depth of terms in an mgu of \(P\) does not exceed the size of \(P\) (i.e., the number of symbols in \(P\), denoted by \(\text{size}(P)\)). Due to the definition of proximity between terms, no proximal mgu can be deeper than a syntactic mgu. Therefore, the same bound applies to \((\mathcal{R},\lambda)\)-unification problems.

Given a variable \(v\) and a substitution \(\sigma\), let \(\text{md}_\sigma(v)\) be the natural number that denotes the maximal depth at which this variable occurs in the range of \(\sigma\). If \(v\) does not appear in the range of \(\sigma\), then \(\text{md}_\sigma(v) = 0\).

To an \((\mathcal{R},\lambda)\)-unification configuration \(P; \sigma; \alpha\), we associate the multiset \(M_1 := \{\text{md}_\sigma(v) \mid v \in \var(P)\}\). Then, for the initial configuration \(P_0; \sigma_0; \alpha_0\), where \(\sigma_0 = \text{Id}\), we have \(M_0 = \emptyset\). These multisets are ordered by the multiset extension <mul of the standard natural number ordering [12].

When \(\text{Var-E-U}\) transforms \(P_i; \sigma_i; \alpha_i\) into \(P_{i+1}; \sigma_{i+1}; \alpha_{i+1}\) with \(\sigma_{i+1} = \sigma_i\{x \mapsto f(v_1,\ldots,v_m)\}\), we get \(\var(P_{i+1}) = \var(P_i) \setminus \{x\} \cup \{v_1,\ldots,v_m\}\) and \(\text{md}_{\sigma_{i+1}}(v_1) = \cdots = \text{md}_{\sigma_{i+1}}(v_m) = 1 + \text{md}_\sigma(x)\). Hence, we have \(M_{i+1} = (M_i \setminus \{\text{md}_{\sigma_i}(x)\}) \cup \text{md}_{\sigma_{i+1}}(v_1)\ldots\text{md}_{\sigma_{i+1}}(v_m)\). Therefore, \(M_i <\text{mul} M_{i+1}\) after the application of \(\text{Var-E-U}\).

On the other hand, occurrence cycle check in \(\text{Var-E-U}\) prevents an uncontrolled growth of the multisets. Thus, with each derivation we get the chain \(M_0 = \cdots = M_i <\text{mul} M_{i+1} = \cdots = M_{i+2} <\text{mul} M_{i+3} = \cdots <\text{mul} \text{size}(P)+1\), where \(i, i+2\) are the steps when \(\text{Var-E-U}\) is used. Since the chain is bounded, \(\text{Var-E-U}\) cannot be applied infinitely often.

From the other rules, \(\text{Tri-U}\) and \(\text{Dec-U}\) do not affect the multisets and strictly decrease \(\text{size}(P)\). \(\text{Var-E-U}\) may increase the size but, as we said above, it may be applied only finitely many times. Therefore, \(\text{Tri-U}\) and \(\text{Dec-U}\) cannot be applied infinitely often. \(\text{Ori-U}\) does not change the multisets and the size, but strictly decreases the number of equations of the form \(t \preceq_{\text{R}_\lambda} \lambda\), where \(t\) is not a variable. The number of such equations may grow after the application of \(\text{Dec-U}\) or \(\text{Var-E-U}\), but it can happen only finitely many times. Therefore, \(\text{Ori-U}\) cannot be applied infinitely often either. The failure rules stop immediately. Hence, \(\mathcal{U}\) is terminating.

\(\Box\)

\(--\)

**Lemma 3.** Given \(\mathcal{R}, \lambda\), and an \((\mathcal{R},\lambda)\)-unification problem \(P\):

1) If \(P; \sigma; \alpha \models \bot\) in \(\mathcal{U}\), then \(P\) has no solution.

2) If \(P; \sigma; \alpha \models P'; \sigma'\alpha'\) and \(\var\) is a solution of \(P'\) with the approximation degree \(\gamma\), then \(\var\) is a solution of \(P\) with the approximation degree \(\beta \wedge \gamma\).

Proof. In 1), if the step is made by the \(\text{Cla-U}\) rule, then it is obvious that \(P\) has no solution. If the \(\text{Occ-U}\) rule is used, then the theorem follows from Lemma 2.

To prove 2), we shall consider each non-failing rule. The nontrivial cases are \(\text{Dec-U}\) and \(\text{Var-E-U}\).

In \(\text{Dec-U}\), the transformation is \(\{f(t_1,\ldots,t_n) \preceq_{\text{R}_\lambda} g(s_1,\ldots,s_m)\} \cup P; \sigma; \alpha \models P \cup \{t_i \preceq_{\text{R}_\lambda} s_j \mid (i,j) \in \rho\}\). \(P; \sigma; \alpha \models P \cup \{t_i \preceq_{\text{R}_\lambda} s_j \mid (i,j) \in \rho\}\). Let \(\var\) be a solution of \(\{f(t_1,\ldots,t_n) \preceq_{\text{R}_\lambda} g(s_1,\ldots,s_m)\} \cup P\) with the approximation degree \(\beta \wedge \gamma\).

In \(\text{Var-E-U}\), the step is \(\{x \preceq_{\text{R}_\lambda} g(s_1,\ldots,s_n)\} \cup P; \sigma; \alpha \models P \cup \{v_i \preceq_{\text{R}_\lambda} s_j \mid (i,j) \in \rho\}\). Let \(\var\) be a solution of \(\{x \preceq_{\text{R}_\lambda} g(s_1,\ldots,s_n)\} \cup P\) with the approximation degree \(\beta \wedge \gamma\).

**Theorem 3** (Soundness of \(\mathcal{U}\)). Let \(P; Id; 1 \models^* S; \sigma; \alpha\) be a derivation in \(\mathcal{U}\) where \(S; \sigma; \alpha\) is a variables-only configuration. Let \(\var\) be a unifier of \(S\) with the approximation degree \(\beta\). Then \(\var\) is a unifier of \(P\) with the approximation degree \(\alpha \wedge \beta\).

Proof. Induction on the derivation length, using Lemma 3.

**Theorem 4** (Completeness of \(\mathcal{U}\)). Let \(P\) be a \((\mathcal{R},\lambda)\)-unification problem and \(\var\) be its unifier with the approximation degree \(\beta\). Then \(\var\) is a unifier of \(P\) such that \(\var\) is a variables-only configuration with \(\alpha \geq \beta\) and \(\var\) is a unifier of \(S\) such that \(\var\) is a variables-only configuration with \(\alpha \geq \beta\).

Proof. The existence of a derivation in \(\mathcal{U}\) that ends in a variables-only configuration follows from Lemma 3 and from the assumption that \(P\) is solvable.

We now construct recursively the desired derivation and the substitution \(\var\) using \(\var\). For the initial configuration \(P; Id; 1\), we take \(\var = \text{Id}, \var = \var = \var\). Then \(\var = \var\) and \(\var\) is a unifier of \(P; \var\) with the approximation degree \(\beta\). We prove that there exists a configuration \(C_1 = P; \sigma_1; \alpha_1\) and a unifier \(\var\) of \(P\) such that \(\var\) is a unifier of \(P\) with the approximation degree \(\beta\).

From the four non-failing rules that can perform the step \(C_0 \Rightarrow C_1\) only \(\text{Var-E-U}\) with \(t = x\) and \(s = g(s_1,\ldots,s_n)\) is non-trivial. Since \(\var\) satisfies \(\{x \preceq_{\text{R}_\lambda} g(s_1,\ldots,s_n)\} \cup P\), \(x \var = f(r_1,\ldots,r_m)\) for an \(f\) with \(f \preceq_{\text{R}_\lambda} g\) and \(r_i \preceq_{\text{R}_\lambda} s_j\) for all \((i,j) \in \rho\). Note that \(\beta_1 \geq \beta\). Then
In this section, there are no restrictions on argument relations. To solve a matching problem $t \not\simeq_{R,\lambda} s$, we create the triple $\{t, \not\simeq_{R,\lambda} s; \emptyset:1\}$ and apply the rules below. They work on triples $M; S; \alpha$, where $M$ is a set of matching equations to be solved, $S$ is the set of solved equations of the form $x \approx s$, and $\alpha$ is the approximation degree computed so far.

In the rule $\text{Var-E-M}$, we need the $(\mathcal{R}, \lambda)$-proximity class $\text{pc}_{\mathcal{R}, \lambda}(s)$ of a term $s$, defined as follows:

$$\text{pc}_{\mathcal{R}, \lambda}(s) = \{x\}$$

where

$$\text{pc}_{\mathcal{R}, \lambda}(g(s_1, \ldots, s_m)) = \{f(t_1, \ldots, t_n) \mid g \not\approx_{\mathcal{R}, \lambda} f, \beta \geq \lambda, f \text{ is } n\text{-ary, and for each } 1 \leq j \leq n, t_j \in \text{pc}_{\mathcal{R}, \lambda}(s_i), (i, j) \in \rho, \text{ or } t_j = v, \text{ for no } i, 1 \leq i \leq m, (i, j) \in \rho, \text{ where } v \text{ is a fresh variable}\}$$

The matching rules are the following:

- **Dec-M**: Decomposition
  $$\{f(t_1, \ldots, t_n) \not\simeq_{\mathcal{R}, \lambda} g(s_1, \ldots, s_m)\} \cup M; S; \alpha \Longrightarrow M \cup \{t_i \not\simeq_{\mathcal{R}, \lambda} s_j \mid (i, j) \in \rho\}; S; \alpha \wedge \beta,$$
  if $n, m \geq 0$ and $f \not\approx_{\mathcal{R}, \lambda} g$ with $\beta \geq \lambda$.

- **Var-E-M**: Variable elimination
  $$\{x \not\simeq_{\mathcal{R}, \lambda} s\} \cup M; S; \alpha \Longrightarrow M; S \cup \{x \approx t\}; \alpha \wedge \beta,$$
  where $t \in \text{pc}_{\mathcal{R}, \lambda}(s)$ and $R(t, s) = \beta \geq \lambda$.

- **Merm**: Merging
  $$M; \{x \approx t, x \approx s\} \cup S; \alpha \Longrightarrow M; S \cup \{x \approx t \cap s\}; \alpha,$$
  if $t \cap s$ is defined.

- **Clas-M**: Clash
  $$\{f(t_1, \ldots, t_n) \not\simeq_{\mathcal{R}, \lambda} g(s_1, \ldots, s_m)\} \cup M; S; \alpha \Longrightarrow \perp,$$
  if $R(f, g) < \lambda$.

- **Inc-M**: Inconsistency
  $$M; \{x \approx t, x \approx s\} \cup S; \alpha \Longrightarrow \perp,$$
  if $t \cap s$ is undefined.

The matching algorithm $\mathfrak{M}$ uses these rules to transform triples as long as possible, returning either $\perp$ (indicating failure), or $\emptyset; S; \alpha$ (indicating success). In the latter case, each variable occurs in $S$ at most once. Therefore, from $S$ one can obtain a substitution $\sigma_S := \{x \mapsto S \mid x \approx s \in S\}$. We call it the computed substitution.

We call a substitution $\sigma$ an $(\mathcal{R}, \lambda)$-solution of an $M; S$ pair, iff $\sigma$ is an $(\mathcal{R}, \lambda)$-matcher of $M$ and for all $x \approx t \in S$, we have $x\sigma = t$. We also assume that $\perp$ has no solution.

**Example 2.** Assume $p, g$ and $h$ are unary symbols, $q$ is binary, $f$ is ternary, and $a, b$, and $c$ are constants such that $p \not\approx_{\mathcal{R}, 0.7} (1,1,1)$, $q \approx_{\mathcal{R}, 0.6} f(0,1,3)$ and $g \approx_{\mathcal{R}, 0.6} h$, and $b \approx_{\mathcal{R}, 0.4} c$.

We consider the matching problem $p(x) \not\simeq_{\mathcal{R},0.3} q(a(h),c)$ and show only the successful derivations. They start with

$$\{p(x) \not\simeq_{\mathcal{R}, \lambda} q(a(h),c)\}; \emptyset:1 \Longrightarrow \text{Dec-M}$$

$$\{x \not\simeq_{\mathcal{R}, \lambda} q(a,h), x \not\simeq_{\mathcal{R}, \lambda} h(c)\}; \emptyset:0.7 \Longrightarrow \text{Var-E-M}$$

$$\{x \not\simeq_{\mathcal{R}, \lambda} h(c)\}; \{x \approx f(a,v_1,v_2)\}; 0.6$$

and then continue by $\text{Var-E-M}$ in two different ways:

1: $\emptyset; \emptyset:0.5 \Longrightarrow \text{Merm}\quad \emptyset; \{x \approx f(a,v_1,v_2)\}; 0.5$.

2: $\emptyset; \emptyset:0.4 \Longrightarrow \text{Merm}\quad \emptyset; \{x \approx f(a,v_1,v_2)\}; 0.4$.

The computed substitutions $\{x \mapsto f(a,v_1,c)\}$ and $\{x \mapsto f(a,v_1,b)\}$ are matchers of the original problem with the approximation degrees 0.5 and 0.4, respectively.

**Remark 1.** In Theorem 1, we proved the NP-hardness of unification. It can be also shown for well-moded unification problems. They are special unification problems in which the equations can be ordered as $t_0 \not\simeq_{\mathcal{R}, \lambda} s_0, \ldots, t_n \not\simeq_{\mathcal{R}, \lambda} s_n$, with $s_0$ ground and $\text{var}(s_i) \subseteq \cup_{j=1}^{i-1}\text{var}(t_j)$, $1 \leq i \leq n$. Hence, $t_0 \not\simeq_{\mathcal{R}, \lambda} s_0$ is actually a matching problem $t_0 \not\simeq_{\mathcal{R}, \lambda} s_0$. If we solve these equations from left to right, the s’s get ground as we move. Thus, we will encounter only matching equations. The encoding in the proof of Theorem 1 can be expressed as a well-moded unification problem, written as matching equations $y \not\simeq_{\mathcal{R}, \lambda} g(1,0,0), f(x_1,x_2,x_3) \not\simeq_{\mathcal{R}, \lambda} y$. Hence, the decision problem for well-moded proximity unification is NP-hard.

**Lemma 4.** Let $M_1; S_1; \alpha \Longrightarrow M_2; S_2; \alpha \wedge \beta$ be a step made by $\mathfrak{M}$. If $\emptyset$ is an $(\mathcal{R}, \lambda)$-solution of $M_2; S_2$ with the approximation degree $\gamma$ then it is an $(\mathcal{R}, \lambda)$-solution of $M_1; S_1$ with the approximation degree $\beta \wedge \gamma$.

**Proof.** By the definition of a matcher, the lemma holds for $\text{Dec-M}$ and $\text{Cla-M}$. The definition of $\emptyset$ implies it for $\text{Merm}$ and $\text{Inc-M}$. For $\text{Var-E-M}$, by the definition of $\text{pc}$, we have $x\vartheta \in \text{pc}_{\mathcal{R}, \lambda}(s)$ iff $R(x\vartheta, s) = \beta \geq \lambda$, which implies that $\vartheta$ with $x\vartheta = t$ is an $(\mathcal{R}, \lambda)$-matcher of $x \not\simeq_{\mathcal{R}, \lambda} s$ with the degree $\beta$. Since $\vartheta$ is a matcher of $M_2; S_2$ with the degree $\gamma$, it is a matcher of $M_1; S_1$ with the degree $\beta \wedge \gamma$.

**Theorem 5.** Given an $(\mathcal{R}, \lambda)$-matching problem $t \not\simeq_{\mathcal{R}, \lambda} s$, the matching algorithm $\mathfrak{M}$ terminates and computes a substitution $\sigma$ that is an $(\mathcal{R}, \lambda)$-matcher of $t$ to $s$.

**Proof.** We prove termination and soundness separately.

**Termination.** The rules $\text{Dec-M}$ and $\text{Var-E-M}$ strictly reduce the size of $M$. $\text{Merm}$ does the same for $S$, without changing $M$. **
Cla-M and Inc-M stop immediately. Hence, \( \mathfrak{M} \) strictly reduces the lexicographic combination \((\text{size}(M), \text{size}(S))\) of sizes of \( M \) and \( S \), which implies termination.

**Soundness.** Let \( \{t \preceq_{R, \lambda} s\}; \varnothing; 1 \implies^* \varnothing; S; \alpha \) be the derivation in \( \mathfrak{M} \) that computes \( \sigma \). Then \( \sigma \) is a solution of \( \varnothing; S \). By induction on the length of the derivation, using Lemma 4, we can prove that \( \sigma \) is an \((R, \lambda)\)-matcher of \( t \) to \( s \).

**Theorem 6.** Given an \((R, \lambda)\)-matching problem \( M \) and its solution \( \varnothing \), the algorithm \( \mathfrak{M} \) computes a substitution \( \sigma \) such that \( x\varnothing \ast x\sigma = x\varnothing \) for all \( x \in M \).

**Proof.** This theorem essentially says that for an \( x \) occurring in the matching problem, if \( r_1 = x\varnothing \) and \( r_2 = x\sigma \), then \( r_1 \) and \( r_2 \) have exactly same structure (otherwise \( r_1 \ast r_2 \) would not be defined) and they may differ from each other only at those positions where \( r_2 \) contains a variable.

We need to construct a derivation that computes \( \sigma \). The only steps in the derivation that take into account \( \varnothing \) are \( \text{Var-E-M} \) steps. When we transform \( \{x \preceq_{R, \lambda} s\} \ast M; \alpha \to M; S \ast U \{x \equiv t\}; \alpha \ast \beta \), we will construct \( t \) according to \( x\varnothing \): if \( p \) is a position in \( t \) where by the definition of \( \text{pc}_{R, \lambda}(s) \) we should have a function symbol, then this symbol is chosen as the one that appears in \( x\varnothing \) at position \( p \). Otherwise \( t \) has a variable in \( p \) and such positions do not play a role in the proximity of \( t \) with \( s \). All equations for the same \( x \in S \) are constructed in this way. \( \text{Mer-M} \) merges them by replacing some variables by terms in \( x\varnothing \). Therefore, if a subterm \( r \) occurring at position \( p \) in \( x\varnothing \) differs from the subterm at the same position in \( x\varnothing \), then \( r \) is a variable. Hence, \( x\varnothing \ast x\sigma = x\varnothing \) for all \( x \in M \).

**Corollary 1.** Given an \((R, \lambda)\)-matching problem \( M \) and its solution \( \varnothing \), the algorithm \( \mathfrak{M} \) computes a substitution \( \sigma \) such that \( x\varnothing \ast x\sigma = x\varnothing \) for all \( x \in M \).

V. CONCLUDING REMARKS

We designed class-based unification and matching algorithms for proximity relations in fully fuzzy signatures, where mismatches are permitted not only in symbol names but also in their arities, and proved their termination, soundness, and completeness. The decision problem is NP-hard for unification and its special well-modeled case, which can be solved by matching. Proximity between arguments of distinct function symbols is expressed by argument relations. For unification, we require them to be correspondence relations in order not to have arguments skipped. For matching, there is no restriction: we can use arbitrary argument relations. Note that the requirement of using correspondence relations is not really a restriction since any argument relation can be extended into a correspondence by adding dummy arguments. Due to the lack of space, we did not elaborate on these details in the paper.

Our results can be seen as an attempt to extend proximity-based unification to equational theories. Our argument correspondence relations can be represented as a version of regular, collapse-free, shallow theories, which have been studied quite intensively in first-order equational unification, e.g., [13], [14].

We did not explicitly mention whether different argument relations are allowed between the same pair of function symbols, or whether a function symbol can be related to itself with a relation other than the identity. However, our unification and matching rules do not depend on these kind of assumptions. Such relations would be treated in the same way as we have in the paper. However, those relations play a role if we want to extend proximity-based unification to equational theories, since some well-known axioms such as, e.g., commutativity, can be encoded in them. For instance, we can declare \( f \sim_{(1,1)} \{1,2,3\} \) and \( f \sim_{(1,2,3)} \{1,2,1\} \) to express a fuzzy version of commutativity for \( f \). A detailed investigation of these and related topics is subject of future work.
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