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Abstract

By Euclid we mean the Euclidean and extended Euclidean algorithms for multivariate poly-
nomials. From the viewpoint of variable elimination, the PRS (polynomial remainder sequence)
method is very fast but the resultant obtained by this method contains mostly a big extraneous
factor. The lowest-order resultant is obtained by computing the reduced Gröbner basis w.r.t. the
lexicographic order, abbreviated to GB below, but the GB method is very slow, in particular, when
the number of variables is many. Very many attempts were done to remove the extraneous factors
and to enhance the GB computation greatly, such as the sparse resultant theory, but the current
status is far from satisfaction.

Recently, the author and his collaborators are studying a new method; see Refs below. Let F :=
{F1, . . . , Fm+1} ⊂ Q[x,u] be a given system, where (x) = (x1, . . . , xm) and (u) = (u1, . . . , un),
with ∀xi � ∀uj . We want to compute GB(F), the GB of the ideal 〈F〉. Our method is to apply
Buchberger’s algorithm to the system F ∪ G′, where G′ is a set of small multiples (multiplier is
1 sometimes) of important elements of GB(F). We compute G′ by the PRSs and GCDs. As for
relatively prime polynomials G,H ∈ Q[x,u], we found a theorem which gives us the lowest-order

polynomial Ŝ(u) of GB({G,H}) by a PRS and GCDs. As for F , with m + 1 ≥ 3, we introduced
a concept “healthy”: F is healthy if i) all the x1, . . . , xm are eliminable, ii) none of u1, . . . , un is
eliminable, and iii) the u1, . . . , un are not divided into two or more “mutually non-overlapping”

GBs. Then, we obtained a theorem: If F is healthy then GB(F)∩Q[u] = {Ŝ(u)}. By eliminating
x1, . . . , xm of healthy F with the PRS method through several routes, we obtain several resultants
each of which is a multiple of Ŝ, so the GCD of them must be a small multiple of Ŝ; actually,
a very small multiple of Ŝ. (Non-healthy systems cause branching of the elimination). As for
other elements of GB(F), we use intermediate elements of the PRSs, and obtain small multiples
of elements of GB(F) by eliminating variables in their leading coefficients. (Our research is now
on-going, so we cannot give final timing data now).
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