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#### Abstract

It is known that the reduced Gröbner basis of general polynomial ideals can be computed in exponential space. The algorithm, obtained by Kühnle and Mayr, is, however, based on rather complex parallel computations, and, above that, makes extensive use of the parallel computation thesis. In this paper, we exhibit an exponential space algorithm for generating the reduced Gröbner basis of binomial ideals which can be implemented without any complex parallel computations. This result is then applied to derive space optimal decision procedures for the finite enumeration and subword problems for commutative semigroups.
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## 1. Introduction

The method of Gröbner bases (see Buchberger, 1965; also Hironaka, 1964) is a technique that provides algorithmic solutions to a variety of problems, for instance, primary decomposition of polynomial ideals, computations in the residue class ring modulo a polynomial ideal, decisions about various properties of ideals generated by a given finite set of polynomials, word problems modulo ideals and in commutative semigroups (reversible Petri nets), bijective enumeration of all polynomial ideals over a given coefficient domain etc.

Although versions of Buchberger's algorithm have been somewhat successful in practice, the complexity of the algorithm is not well understood. A first step in understanding the complexity of the algorithm is to bound the degree of polynomials that occur in a minimal Gröbner basis.

In the univariate case, the Gröbner-basis algorithm specializes to Euclid's algorithm whose complexity has been extensively studied (see Loos, 1982, for a survey). In the bivariate case Buchberger (1983) and Lazard (1983) gave important bounds on the degrees and the number of polynomials occurring in a reduced Gröbner basis. In the multivariate case, first steps towards an upper bound for the degrees in a minimal Gröbner basis were taken in Bayer (1982) and Möller and Mora (1984).

However, these results did not, or only under very restrictive assumptions, imply bounds for the degree of the polynomials arising during the intermediate computations of the Gröbner basis algorithms.

Using a novel partitioning method for polynomial ideals, Dubé (1990) obtained the

[^0]sharpened degree bound of $2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$ (with $d$ the maximum degree of the input basis and $k$ the number of indeterminates) for the degree of polynomials in a reduced Gröbner basis, employing only combinatorial arguments.

An exponential bound on the degrees of Gröbner bases for zero-dimensional ideals was shown by Caniglia et al. (1988). Extending this result, Krick and Logar (1991) showed that Gröbner bases of zero- or one-dimensional ideals can be computed in time exponential in the number of indeterminates.
By transforming a representation of the normal form of a polynomial into a system of linear equations, Kühnle and Mayr (1996) exhibited an exponential space computation of Gröbner bases. This algorithm, however, is based on rather complex parallel computations like parallel rank computations of matrices, and, above that, makes extensive use of the parallel computation thesis (Fortune and Wyllie, 1978).
In this paper we present an exponential space algorithm for constructing the reduced Gröbner basis of a binomial ideal (each generator is a difference of two terms; for an investigation of the algebraic structure of binomial ideals see Eisenbud and Sturmfels, 1996). This algorithm can be implemented without any difficult parallel rank computations of matrices, or any other complex parallel computations. We make use of the close relationship between commutative semigroups and binomial ideals, in particular, of the algorithm in Mayr and Meyer (1982) for the uniform word problem in commutative semigroups. By the results in Mayr and Meyer (1982) and Huynh (1986), this algorithm is space optimal.
As applications of this algorithm we derive a procedure enumerating the elements of finite congruence classes in commutative semigroups and an algorithm for the general subword problem in commutative semigroups. Both algorithms use exponential space and are space optimal.
Another immediate application is computing complete rewrite systems for which we also obtain an exponential space completeness result (Huynh, 1986).

## 2. Basic Concepts and Notations

In this section we review some definitions and notations used in the following.

### 2.1. Semigroups, Thue systems, and semigroup presentations

A semigroup $(H, \circ)$ is a set $H$ with a binary operation $\circ$ which is associative. If additionally $\circ$ is commutative we have a commutative semigroup, and a semigroup with a unit element is called a monoid. For simplicity, we write $a b$ instead of $a \circ b$.

A commutative monoid $M$ is said to be finitely generated by a finite subset $X=$ $\left\{x_{1}, \ldots, x_{k}\right\} \subseteq M$ if $^{\dagger}$

$$
M=\{u \mid u=\underbrace{x_{1} \ldots x_{1}}_{e_{1}} \underbrace{x_{2} \ldots x_{2}}_{e_{2}} \ldots \underbrace{x_{k} \ldots x_{k}}_{e_{k}}, e_{i} \in \mathbb{N}, x_{i} \in X\} .
$$

Each element of $M$ can then be represented as a $k$-dimensional vector in $\mathbb{N}^{k}$, i.e. there is a surjection $\varphi: \mathbb{N}^{k} \rightarrow M$ such that

$$
\varphi\left(e_{1}, \ldots, e_{k}\right)=\underbrace{x_{1} \ldots x_{1}}_{e_{1}} \underbrace{x_{2} \ldots x_{2}}_{e_{2}} \cdots \underbrace{x_{k} \ldots x_{k}}_{e_{k}}
$$

$\dagger \mathbb{N}$ denotes the set of non-negative integers, and $\mathbb{Q}$ the set of rationals.

If $\varphi$ is also injective, and hence bijective, then every element of $M$ has a unique representation in $\mathbb{N}^{k}$, and $M$ is said to be free.

For a finite alphabet $X=\left\{x_{1}, \ldots, x_{k}\right\}, X^{\star}$ denotes the free commutative monoid generated by $X$.
Let $\Phi: X^{\star} \rightarrow \mathbb{N}^{k}$ be the so-called Parikh mapping, i.e. $(\Phi(u))_{i}$ (also written $\Phi\left(u, x_{i}\right)$ ) indicates, for every $u \in X^{\star}$ and $i \in\{1, \ldots, k\}$, the number of occurrences of $x_{i} \in X$ in $u$.
For an element $u$ of $X^{\star}$, called a (commutative) word, the order of the symbols is immaterial, and in the following we shall use an exponent notation: $u=x_{1}^{e_{1}} \ldots x_{k}^{e_{k}}$, where $e_{i}=\Phi\left(u, x_{i}\right) \in \mathbb{N}$ for $i=1, \ldots, k$.

A commutative semi-Thue system over $X$ is given by a finite set $\mathcal{P}$ of productions $l_{i} \rightarrow r_{i}$, where $l_{i}, r_{i} \in X^{\star}$. A word $v \in X^{\star}$ is derived in one step from $u \in X^{\star}$ (written $u \rightarrow v(\mathcal{P})$ ) by application of the production $\left(l_{i} \rightarrow r_{i}\right) \in \mathcal{P}$ iff, for some $w \in X^{\star}$, we have $u=w l_{i}$ and $v=w r_{i}$. The word $u$ derives $v$ iff $u \xrightarrow{*} v(\mathcal{P})$, where $\xrightarrow{*}$ is the reflexive transitive closure of $\rightarrow$. More precisely we write $u \xrightarrow{+} v(\mathcal{P})$, where $\xrightarrow{+}$ is the transitive closure of $\rightarrow$, if $u \xrightarrow{*} v(\mathcal{P})$ and $u \neq v$. A sequence $\left(u_{0}, \ldots, u_{n}\right)$ of words $u_{i} \in X^{\star}$ with $u_{i} \rightarrow u_{i+1}(\mathcal{P})$ for $i=0, \ldots, n-1$ is called a derivation (of length $n$ ) of $u_{n}$ from $u_{0}$ in $\mathcal{P}$.
A commutative Thue system is a symmetric commutative semi-Thue system $\mathcal{P}$, i.e.

$$
(l \rightarrow r) \in \mathcal{P} \Rightarrow(r \rightarrow l) \in \mathcal{P} .
$$

Derivability in a commutative Thue system establishes a congruence $\equiv_{\mathcal{P}}$ on $X^{\star}$ by the rule

$$
u \equiv v \bmod \mathcal{P} \Leftrightarrow_{\mathrm{def}} u \xrightarrow{*} v(\mathcal{P}) .
$$

Thus, for commutative Thue systems, we also use the notation $l \equiv r \bmod \mathcal{P}$ to denote the pair of productions $(l \rightarrow r)$ and $(r \rightarrow l)$ in $\mathcal{P}$.
A commutative Thue system $\mathcal{P}$ is also called a presentation of the commutative quotient semigroup $X^{\star} / \equiv \mathcal{P}$.

We note that commutative semi-Thue systems appear in other, equivalent formulations in the literature, like vector addition systems and Petri nets. Finitely presented commutative semigroups are equivalent to reversible vector addition systems or Petri nets. Readers more familiar with reversible Petri nets may want to think of a vector in $\mathbb{N}^{k}$ as a marking.

### 2.2. POLYNOMIALS AND IDEALS

Let $X$ denote the finite set $\left\{x_{1}, \ldots, x_{k}\right\}$, and $\mathbb{Q}[X]$ the (commutative) ring of polynomials with indeterminates $x_{1}, \ldots, x_{k}$ and rational coefficients. A term $t$ in $x_{1}, \ldots, x_{k}$ is a product of the form $t=x_{1}^{e_{1}} \cdot x_{2}^{e_{2}} \cdots x_{k}^{e_{k}}$, with $e=\left(e_{1}, e_{2}, \ldots, e_{k}\right) \in \mathbb{N}^{k}$ the degree vector of $t$. By the degree $\operatorname{deg}(t)$ of a term $t$ we shall mean the integer $e_{1}+e_{2}+\cdots+e_{k}$ (which is $\geq 0)$. Each polynomial $f\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{Q}[X]$ is a finite $\operatorname{sum} f\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{n} a_{i} \cdot t_{i}$, with $a_{i} \in \mathbb{Q}-\{0\}$ the coefficient of the $i$ th term $t_{i}$ of $f$. The product $m_{i}=a_{i} \cdot t_{i}$ is called the $i$ th monomial of the polynomial $f$. The degree of a polynomial is the maximum of the degrees of its terms.
An ideal in $\mathbb{Q}[X]$ is any subset $I$ of $\mathbb{Q}[X]$ satisfying the following conditions:
(I1) $\quad p, q \in I \quad \Rightarrow \quad p+q \in I$;
(I2) $\quad r \in \mathbb{Q}[X], p \in I \quad \Rightarrow \quad r \cdot p \in I$.
For $f_{1}, \ldots, f_{h} \in \mathbb{Q}[X],\left\langle f_{1}, \ldots, f_{h}\right\rangle \subseteq \mathbb{Q}[X]$ denotes the ideal generated by $\left\{f_{1}, \ldots, f_{h}\right\}$,
that is ${ }^{\dagger}$

$$
\left\langle f_{1}, \ldots, f_{h}\right\rangle:=\left\{\sum_{i=1}^{h} p_{i} f_{i} ; p_{i} \in \mathbb{Q}[X] \quad \text { for } \quad i \in I_{h}\right\} .
$$

If $I=\left\langle f_{1}, \ldots, f_{h}\right\rangle,\left\{f_{1}, \ldots, f_{h}\right\}$ is called a basis of $I$.
An admissible term ordering $\prec$ on $\mathbb{Q}[X]$ is given by any admissible order on $\mathbb{N}^{k}$, i.e. any total order $<$ on $\mathbb{N}^{k}$ satisfying the following two conditions:

$$
\begin{align*}
& e>(0, \ldots, 0) \text { for all } e \in \mathbb{N}^{k}-\{(0, \ldots, 0)\}  \tag{T1}\\
& a<b \quad \Rightarrow \quad a+c<b+c \text { for all } a, b, c \in \mathbb{N}^{k} \tag{T2}
\end{align*}
$$

If $\left(d_{1}, \ldots, d_{k}\right)>\left(e_{1}, \ldots, e_{k}\right)$, we say that any monomial $a_{1} \cdot x_{1}^{d_{1}} \cdots x_{k}^{d_{k}}, a_{1} \in \mathbb{Q}-\{0\}$, is greater in the term ordering than any monomial $a_{2} \cdot x_{1}^{e_{1}} \cdots x_{k}^{e_{k}}, a_{2} \in \mathbb{Q}-\{0\}$ (written $\left.a_{1} \cdot x_{1}^{d_{1}} \cdots x_{k}^{d_{k}} \succ a_{2} \cdot x_{1}^{e_{1}} \cdots x_{k}^{e_{k}}\right)$.
For a polynomial $f\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{n} a_{i} \cdot t_{i}$ we always assume that $t_{1} \succ t_{2} \succ \cdots \succ t_{n}$. For any such non-zero polynomial $f \in \mathbb{Q}[X]$ we define the leading term $L T(f):=t_{1}$.

For the sake of constructiveness, we assume that the term ordering is given as part of the input by a $k \times k$ integer matrix $T$ such that $a_{1} \cdot x_{1}^{d_{1}} \cdots x_{k}^{d_{k}} \succ a_{2} \cdot x_{1}^{e_{1}} \cdots x_{k}^{e_{k}}$ iff, for the corresponding degree vectors $d$ and $e, T d$ is lexicographically greater than $T e$ (see Robbiano, 1985; Weispfenning, 1987)
Let $I$ be an ideal in $\mathbb{Q}[X]$, and let some admissible term ordering $\prec$ on $\mathbb{Q}[X]$ be given. A finite set $\left\{g_{1}, \ldots, g_{r}\right\}$ of polynomials from $\mathbb{Q}[X]$ is called a Gröbner basis of $I$ (w.r.t. $\prec$ ), if
(G1) $\left\{g_{1}, \ldots, g_{r}\right\}$ is a basis of $I$;
(G2) $\left\{L T\left(g_{1}\right), \ldots, L T\left(g_{r}\right)\right\}$ is a basis of the leading term ideal of $I$, which is the smallest ideal $\subseteq \mathbb{Q}[X]$ containing the leading terms of all $f \in I$, or equivalently: if $f \in I$, then $L T(f) \in\left\langle L T\left(g_{1}\right), \ldots, L T\left(g_{r}\right)\right\rangle$.

A Gröbner basis is called reduced if no monomial in any one of its polynomials is divisible by the leading term of any other polynomial in the basis.

## 3. The Connection between Commutative Semigroups and Binomial Ideals

### 3.1. THE BASIC PROBLEMS AND THEIR RELATIONSHIP

In this section, we consider the uniform word problem for commutative semigroups and the polynomial ideal membership problem. We will show the relationship between these two very basic and fundamental algorithmic problems for commutative semigroups and polynomial ideals.
Let $\mathcal{P}=\left\{l_{i} \equiv r_{i} ; i \in I_{h}\right\}$ be some (finite) commutative semigroup presentation with $l_{i}, r_{i} \in X^{\star}$ for $i \in I_{h}$. We identify any $u \in X^{\star}$ (resp. the corresponding vector $\left.u=\left(\Phi\left(u, x_{1}\right), \ldots, \Phi\left(u, x_{k}\right)\right) \in \mathbb{N}^{k}\right)$ with the term $u=x_{1}^{\Phi\left(u, x_{1}\right)} \cdot x_{2}^{\Phi\left(u, x_{2}\right)} \cdots x_{k}^{\Phi\left(u, x_{k}\right)}$ and vice versa any term $u=x_{1}^{e_{1}} \cdot x_{2}^{e_{2}} \cdots x_{k}^{e_{k}} \in \mathbb{Q}[X]$ with the word

$$
u=\underbrace{x_{1} \ldots x_{1}}_{e_{1}} \underbrace{x_{2} \ldots x_{2}}_{e_{2}} \cdots \underbrace{x_{k} \ldots x_{k}}_{e_{k}} \in X^{\star} .
$$

${ }^{\dagger}$ For $n \in \mathbb{N}, I_{n}$ denotes the set $\{1, \ldots, n\}$.

By $I(\mathcal{P})$ we denote the $\mathbb{Q}[X]$-ideal generated by $\left\{l_{1}-r_{1}, \ldots, l_{h}-r_{h}\right\}$, i.e.

$$
I(\mathcal{P}):=\left\{\sum_{i=1}^{h} p_{i}\left(l_{i}-r_{i}\right) ; p_{i} \in \mathbb{Q}[X] \text { for } i \in I_{h}\right\}
$$

We call such an ideal a binomial ideal, i.e. each polynomial in the basis is the difference of two terms. By looking at Buchberger's (1965) algorithm it is not hard to see that the reduced Gröbner basis of a binomial ideal still consists only of binomials.

The Uniform Word Problem for commutative semigroups is: Given a commutative semigroup presentation $\mathcal{P}$ over some alphabet $X$, and two words $u, v \in X^{\star}$, decide whether $u \equiv v \bmod \mathcal{P}$.
The Polynomial Ideal Membership Problem is: Given polynomials $f, f_{1}, \ldots, f_{h} \in \mathbb{Q}[X]$, decide whether $f \in\left\langle f_{1}, \ldots, f_{h}\right\rangle$.

Proposition 3.1. (Mayr and Meyer, 1982) Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, \mathcal{P}=\left\{l_{i} \equiv r_{i}\right.$; $\left.l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$, and $u, v \in X^{\star}$. Then the following are equivalent:
(i) there exist $p_{1}, \ldots, p_{h} \in \mathbb{Q}[X]$ such that $v-u=\sum_{i=1}^{h} p_{i}\left(l_{i}-r_{i}\right)$;
(ii) there is a derivation $u=\gamma_{1} \rightarrow \gamma_{2} \rightarrow \ldots \rightarrow \gamma_{n}=v(\mathcal{P})$ of $v$ from $u$ in $\mathcal{P}$ such that for $j \in I_{n} \quad \operatorname{deg}\left(\gamma_{j}\right) \leq \max \left\{\operatorname{deg}\left(l_{i} p_{i}\right), \operatorname{deg}\left(r_{i} p_{i}\right) ; i \in I_{h}\right\} ;$
(iii) $u \equiv v \bmod \mathcal{P}$.

In the fundamental paper (Hermann, 1926), G. Hermann gave a doubly exponential degree bound for the polynomial ideal membership problem:

Proposition 3.2. (Hermann, 1926) Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$, $g, g_{1}, \ldots, g_{h} \in \mathbb{Q}[X]$, and $d:=\max \left\{\operatorname{deg}\left(g_{i}\right) ; i \in I_{h}\right\}$. If $g \in\left\langle g_{1}, \ldots, g_{h}\right\rangle$, then there exist $p_{1}, \ldots, p_{h} \in \mathbb{Q}[X]$ such that
(i) $g=\sum_{i=1}^{h} g_{i} p_{i}$;
(ii) $\left(\forall i \in I_{h}\right) ;\left[\operatorname{deg}\left(p_{i}\right) \leq \operatorname{deg}(g)+(h d)^{2^{k}}\right]$.

By size $(\cdot)$ we shall denote the number of bits needed to encode the argument in some standard way (using radix representation for numbers).
Then the above two propositions yield an exponential space upper bound for the uniform word problem for commutative semigroups:

Proposition 3.3. (Mayr and Meyer, 1982) Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ and $\mathcal{P}=\left\{l_{i} \equiv\right.$ $\left.r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$. Then there is a (deterministic) Turing machine $M$ and some constant $c>0$ independent of $\mathcal{P}$, such that $M$ decides for any two words $u, v \in X^{\star}$ whether $u \equiv v \bmod \mathcal{P}$ using at most space $(\operatorname{size}(u, v, \mathcal{P}))^{2} \cdot 2^{c \cdot k}$.

### 3.2. THE REDUCED GRÖBNER BASIS FOR BINOMIAL IDEALS

Let $\mathcal{P}$ be a commutative semigroup presentation over some alphabet $X$, and $\prec$ some admissible term ordering on $\mathbb{Q}[X]$. The following two theorems characterize the binomials of the reduced Gröbner basis of $I(\mathcal{P})$ (w.r.t. $\prec$ ). The first shows that in each binomial of
the reduced Gröbner basis $G$ of $I(\mathcal{P})$ the smaller term (w.r.t. $\prec$ ) is the minimal element (w.r.t. $\prec$ ) of the congruence class of the leading term.

Theorem 3.1. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, \mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$, and $G=\left\{h_{1}-\right.$ $\left.m_{1}, \ldots, h_{r}-m_{r}\right\}$ be the reduced Gröbner basis of the ideal $I(\mathcal{P})$ w.r.t. some admissible term ordering $\prec\left(m_{i} \prec h_{i}\right)$. Then $m_{i}$ is the minimal element (w.r.t. $\left.\prec\right)$ of the congruence class $\left[h_{i}\right]_{\mathcal{P}}, i \in I_{r}$.

Proof. Assume that $w \neq m_{i}$ is the minimal element of $\left[h_{i}\right]_{\mathcal{P}}$ (w.r.t. $\prec$ ). Then $w \prec m_{i}$ and $m_{i}-w \in I(\mathcal{P})$. Since $G$ is a Gröbner basis of $I(\mathcal{P}), m_{i} \in\left\langle h_{1}, \ldots, h_{r}\right\rangle$, i.e. there must be some $j \in I_{r}$ such that $h_{j}$ divides $m_{i}$. This however contradicts the fact that $h_{i}-m_{i}$ is an element of the reduced Gröbner basis of $I(\mathcal{P})$.

The next theorem characterizes the leading terms of the polynomials in $I(\mathcal{P})$.
Theorem 3.2. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, \mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$, and $G=\left\{h_{1}-\right.$ $\left.m_{1}, \ldots, h_{r}-m_{r}\right\}$ be the reduced Gröbner basis of the ideal $I(\mathcal{P})$ w.r.t. some admissible term ordering $\prec\left(m_{i} \prec h_{i}\right)$. Then $\operatorname{LT}(I(\mathcal{P}))$ (the set of the leading terms of $I(\mathcal{P})$ ) is the set of all terms with non-trivial congruence class which are not the minimal element in their congruence class w.r.t. $\prec . H=\left\{h_{1}, \ldots, h_{r}\right\}$ is the set of the minimal elements of $L T(I(\mathcal{P}))$ w.r.t. divisibility.

Proof. Since $G$ is the reduced Gröbner basis of $I(\mathcal{P})$, it is clear that $H$ is the set of the minimal elements of $L T(I(\mathcal{P}))$ w.r.t. divisibility.
Since $h_{i}-m_{i} \in I(\mathcal{P})$, there is a derivation in $\mathcal{P}$ of $m_{i} \prec h_{i}$ from $h_{i}\left(h_{i} \xrightarrow{+} m_{i}(\mathcal{P})\right)$, for all $i \in I_{r}$. Because $G$ is a Gröbner basis, for any $h \in L T(I(\mathcal{P}))$ there is an $h_{j}-m_{j} \in G$ and a term $t$ in $X$ with $h=t \cdot h_{j}$ and $h \xrightarrow{+} t \cdot m_{j}(\mathcal{P})$. Thus, for any $h \in \operatorname{LT}(I(\mathcal{P}))$, the congruence class $[h]_{\mathcal{P}}$ is non-trivial, and $h$ is not the minimal element in $[h]_{\mathcal{P}}$.

Let $s \in X^{\star}$ be a term with non-trivial congruence class. If $s$ is not the minimal element $m_{s}$ (w.r.t. $\prec$ ) of its congruence class $[s]_{\mathcal{P}}$, then $s$ derives $m_{s}\left(s \xrightarrow{+} m_{s}(\mathcal{P})\right.$ ), and thus, $s-m_{s} \in I(\mathcal{P})$, i.e. $s \in L T(I(\mathcal{P}))$. If $s=m_{s}$, then there is no derivation of any $t_{s} \prec s$ from $s$, and there is no $h_{j} \in H$ such that $h_{j}$ divides $s$. This is because if there is some $h_{j} \in H$ and some term $t$ in $X$ with $s=t \cdot h_{j}$, then $s \equiv t \cdot m_{j} \bmod \mathcal{P}$ what contradicts the minimality of $s$. Thus, if $s=m_{s}$, then $s \notin L T(I(\mathcal{P}))$ and $s \notin H . \square$

## 4. An Optimal Algorithm for the Reduced Gröbner Basis

In this section we give an exponential space algorithm for generating the reduced Gröbner basis of a binomial ideal. To determine the complexity of the algorithm we need the results of Section 3 and the following upper bound for the total degree of polynomials required in a Gröbner basis, obtained by Dubé (1990). Note that we use exponential notation in representing words over $X$.

Proposition 4.1. (Dubé, 1990) Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, F=\left\{f_{1}, \ldots, f_{h}\right\} \subset \mathbb{Q}[X]$, $I=\left\langle f_{1}, \ldots, f_{h}\right\rangle$ the ideal generated by $F$, and let d be the maximum degree of any $f \in F$. Then, for any admissible term ordering $\prec$ on $\mathbb{Q}[X]$, the degree of polynomials required in a Gröbner basis for I w.r.t. $\prec$ is bounded by $2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$.

Now we will generate the reduced Gröbner basis of the binomial ideal $I(\mathcal{P})$ w.r.t. some fixed admissible term ordering $\prec$, where $X=\left\{x_{1}, \ldots, x_{k}\right\}$ and $\mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in\right.$ $\left.X^{\star}, i \in I_{h}\right\}$ (w.l.o.g. $l_{i} \succ r_{i}$ ). Let $H$ denote the set $\left\{h_{1}, \ldots, h_{r}\right\}$ of the minimal elements of $L T(I(\mathcal{P}))$ w.r.t. divisibility, and $m_{i}$ the minimal element of $\left[h_{i}\right]_{\mathcal{P}}$ w.r.t. $\prec$, for $i \in I_{r}$. From Theorems 3.1 and 3.2 we know that the set $G=\left\{h_{1}-m_{1}, \ldots, h_{r}-m_{r}\right\}$ is the reduced Gröbner basis of $I(\mathcal{P})$.

We have to determine the elements in $H$, as well as the minimal element $m_{i}$ (w.r.t. $\prec$ ) of the congruence class of each $h_{i} \in H$. From Proposition 4.1 we know that the degrees $\operatorname{deg}\left(h_{i}\right)$ and $\operatorname{deg}\left(m_{i}\right)$ are bounded by $2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$, where $d$ is the maximum degree of any $l_{i}-r_{i}, i \in I_{h}$.

Lemma 4.1. For a term $u \in X^{\star}$ with non-trivial congruence class the minimal element w.r.t. $\prec$ of $[u]_{\mathcal{P}}$ is of the form $t \cdot r_{i}$ with $r_{i} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}$.

Proof. W.l.o.g. assume that $u$ is not the minimal element $m_{u}$ of $[u]_{\mathcal{P}}$ w.r.t. $\prec$. Then there is a derivation in $\mathcal{P}$ leading from $u$ to $m_{u} \prec u$, i.e. $u \xrightarrow{+} m_{u}(\mathcal{P})$, where $m_{u}=t \cdot r_{i}$ for some $r_{i} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}$ (note that $l_{j} \succ r_{j} \forall j \in I_{h}$ ).

For $h=x_{1}^{e_{1}} \cdots x_{k}^{e_{k}} \in X^{\star}$ and $i \in I_{k}$ such that $e_{i} \geq 1$, define $h^{(i)}:=x_{1}^{e_{1}} \cdots x_{i}^{e_{i}-1} \cdots x_{k}^{e_{k}}$. Then $H$ consists exactly of those terms $h \in X^{\star}$ which have degree $\leq 2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$, which are congruent to some term $t \cdot r_{i} \prec h$ with $r_{i} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}$, and $\operatorname{deg}\left(t \cdot r_{i}\right) \leq$ $2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$, and for which, for all applicable $i,\left[h^{(i)}\right]_{\mathcal{P}}$ is trivial. By Proposition 3.3, the condition regarding the reducibility of $h$ can be checked in space $(\operatorname{size}(\mathcal{P}))^{2} \cdot 2^{c \cdot k}$ for some constant $c>0$ independent of $\mathcal{P}$. Testing non-reducibility of the $h^{(i)}$ can also be done in exponential space because of Proposition 3.3 and:

Lemma 4.2. A term $u \in X^{\star}$ with $\operatorname{deg}(u) \leq D$ is an element of $L T(I(\mathcal{P}))$ iff there is some $t \cdot r_{i}$ with $t \cdot r_{i} \prec u, r_{i} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}$, and $\operatorname{deg}\left(t \cdot r_{i}\right) \leq D+2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$ such that $u \xrightarrow{+} t \cdot r_{i}(\mathcal{P})$.

Proof. We only have to prove the degree bound. Note that $u \in L T(I(\mathcal{P}))$ iff either $u \in H$, and thus $\operatorname{deg}\left(m_{u}\right) \leq 2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$, where $m_{u}$ is the minimal element of $[u]_{\mathcal{P}}$, or there is some $h \in H$ with $u=t_{u} \cdot h$ for some $t_{u} \in X^{\star}$. The degree of the minimal element $m_{h}$ of $[h]_{\mathcal{P}}$ w.r.t. $\prec$ is bounded by $2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$. From $m_{h} \prec h$ we get $t_{u} \cdot m_{h} \prec u$ with $\operatorname{deg}\left(t_{u} \cdot m_{h}\right) \leq D+2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}$.

From this, we derive the exponential space algorithm given in Figure 1.
Putting everything together, we have proven the following theorem.
Theorem 4.1. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, \mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$, and $\prec$ some admissible term ordering. Then there is an algorithm which generates the reduced Gröbner basis $G=\left\{h_{1}-m_{1}, \ldots, h_{r}-m_{r}\right\}$ of the binomial ideal $I(\mathcal{P})$ using at most space $(\operatorname{size}(\mathcal{P}))^{2} \cdot 2^{\bar{c} \cdot k} \leq 2^{c \cdot \operatorname{size}(\mathcal{P})}$, where $\bar{c}, c>0$ are some constants independent of $\mathcal{P}$.

```
The Algorithm
    Input: \(\quad\) admissible term ordering \(\prec, \mathcal{P}=\left\{l_{1}-r_{1}, \ldots, l_{h}-r_{h}\right\}\) with \(r_{i} \prec l_{i} \forall i \in I_{h}\)
    Output: the reduced Gröbner basis \(G=\left\{h_{1}-m_{1}, \ldots, h_{r}-m_{r}\right\}\) of \(I(\mathcal{P})\)
    \(\begin{aligned} d & :=\max ^{d}\left\{\operatorname{deg}\left(l_{i}\right), \operatorname{deg}\left(r_{i}\right) ; i \in I_{h}\right\} \\ G & :=\emptyset\end{aligned}\)
for each \(h=x_{1}^{e_{1}} \cdots x_{k}^{e_{k}} \in X^{\star}\) with degree \(\leq 2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}\) do
    \(g b:=\) false
    if there exists \(t \cdot r_{i}\) with \(t \cdot r_{i} \prec h, r_{i} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}, \operatorname{deg}\left(t \cdot r_{i}\right) \leq 2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}\)
        which is \(\equiv h \bmod \mathcal{P}\) then \(\quad /^{*} h \in L T(I(\mathcal{P})) \quad\) */
        \(m:=\) the minimal (w.r.t. \(\prec\) ) among these terms
        \(g b:=\) true
    end_if
    \(D:=\operatorname{deg}(h)\)
    for each \(i \in I_{k}\) with \(e_{i} \geq 1\) while \(g b\) do
        \(h^{\prime}:=x_{1}^{e_{1}} \cdots x_{i}^{e_{i}-1} \cdots x_{k}^{e_{k}}\)
        if there exists \(t \cdot r_{j}\) with \(t \cdot r_{j} \prec h^{\prime}, r_{j} \in\left\{r_{1}, \ldots, r_{h}\right\}, t \in X^{\star}, \operatorname{deg}\left(t \cdot r_{j}\right) \leq\)
            \((D-1)+2 \cdot\left(\frac{d^{2}}{2}+d\right)^{2^{k-1}}\) which is \(\equiv h^{\prime} \bmod \mathcal{P}\) then
            /* \(h^{\prime} \in L T(I(\mathcal{P})) \Rightarrow h \notin H^{* /}\)
            \(g b:=\) false
        end_if
    end_for
    if \(g b\) then \(/^{*} h \in H^{* /}\)
        \(G:=G \cup\{h-m\}\)
    end_if
end_for
```

Figure 1. Algorithm for constructing the reduced Gröbner basis of a binomial ideal.

From the results in Huynh (1986) we know that, in the worst case, any Gröbner basis of $I(\mathcal{P})$ has maximal degree at least $2^{2^{c^{\prime} \cdot \text { size }(\mathcal{P})}}$ for some constant $c^{\prime}>0$ independent of $\mathcal{P}$. Hence, any algorithm that computes Gröbner bases of binomial ideals requires at least exponential space in the worst case.

## 5. Applications

We now consider two applications of the exponential space algorithm obtained in Section 4 . We present space optimal decision procedures for the finite enumeration and subword problems for commutative semigroups.

### 5.1. THE FINITE ENUMERATION PROBLEM FOR COMMUTATIVE SEMIGROUPS

Let $\mathcal{P}$ be a finite commutative semigroup presentation over some alphabet $X$, and $u \in$ $X^{\star}$ a word such that the congruence class of $u$ is finite (or, synonymously, bounded). Then the finite enumeration problem for commutative semigroups, or equivalently, reversible

Petri nets is the problem of generating a complete list of all the elements of $[u]_{\mathcal{P}}$. We give a procedure for the solution of this problem which needs at most exponential work space.

Theorem 5.1. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}, \mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$ be a finite commutative semigroup presentation over $X$, and $u \in X^{\star}$ a word such that the congruence class of $u$ is finite. Then there is an algorithm which generates the elements of $[u]_{\mathcal{P}}$ using at most space $(\operatorname{size}(u, \mathcal{P}))^{2} \cdot 2^{\bar{c} \cdot k} \leq 2^{c \cdot \operatorname{size}(u, \mathcal{P})}$, where $\bar{c}, c>0$ are some constants independent of $u$ and $\mathcal{P}$.

Proof. In addition to $x_{1}, \ldots, x_{k}$ we introduce $2 k+3$ new variables $m, s, t, y_{1}, \ldots, y_{k}$ and $z_{1}, \ldots, z_{k}$. Let $X^{\prime}=X \cup\left\{m, s, t, y_{1}, \ldots, y_{k}, z_{1}, \ldots, z_{k}\right\}$. Given $\mathcal{P}$ and the word $u \in X^{\star}$, we construct a new commutative semigroup presentation $\mathcal{P}^{\prime}$ over $X^{\prime}$ as follows: $\mathcal{P}^{\prime}$ contains the relations

$$
\begin{align*}
s \cdot x_{j} & \equiv s \cdot y_{j} \cdot z_{j}, \quad \text { for } \quad j=1, \ldots, k,  \tag{5.1}\\
s \cdot y(u) & \equiv t  \tag{5.2}\\
s \cdot u & \equiv m, \tag{5.3}
\end{align*}
$$

and, for every relation $l_{i} \equiv r_{i}$ in $\mathcal{P}$, the relation

$$
\begin{align*}
& s \cdot y\left(l_{i}\right) \equiv s \cdot y\left(r_{i}\right), \quad \text { and }  \tag{5.4}\\
& t \cdot z\left(l_{i}\right) \equiv t \cdot z\left(r_{i}\right), \tag{5.5}
\end{align*}
$$

where $y$, resp. $z$ are the homomorphisms replacing $x_{j}$ by $y_{j}$, resp. $z_{j}, j \in I_{k}$.
Let $\prec$ be a lexicographic term ordering satisfying

$$
m \prec a \prec s \prec b \quad \text { for all } \quad a \in\left\{x_{1}, \ldots, x_{k}\right\}, b \in\left\{t, y_{1}, \ldots, y_{k}, z_{1}, \ldots, z_{k}\right\} .
$$

In the following we prove that $v \in[u]_{\mathcal{P}}$ iff $s \cdot v-m \in G$, where $G$ is the reduced Gröbner basis of the ideal $I\left(\mathcal{P}^{\prime}\right)$ w.r.t. $\prec$. Then, by Theorem 4.1, the elements of $[u]_{\mathcal{P}}$ can be generated using at most space $\left(\operatorname{size}\left(u, \mathcal{P}^{\prime}\right)\right)^{2} \cdot 2^{d^{\prime} \cdot k} \leq(\operatorname{size}(u, \mathcal{P}))^{2} \cdot 2^{d \cdot k}$, where $d^{\prime}, d>0$ are some constants independent of $u$ and $\mathcal{P}^{\prime}$, resp. $\mathcal{P}$.

First we establish some technical details.
Lemma 5.1. Every word $w \in[s \cdot u]_{\mathcal{P}^{\prime}}$ satisfies the following conditions:
(i) $\quad \Phi(w, s)+\Phi(w, t)+\Phi(w, m)=1$;
(ii) if $\Phi(w, s)=1$, then $x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, y_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, y_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, y_{k}\right)} \in[u]_{\mathcal{P}}$,

$$
x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, z_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, z_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, z_{k}\right)} \in[u]_{\mathcal{P}}
$$

if $\Phi(w, t)=1$, then $\Phi\left(w, x_{1}\right)=\Phi\left(w, x_{2}\right)=\ldots=\Phi\left(w, x_{k}\right)=0$,
$\Phi\left(w, y_{1}\right)=\Phi\left(w, y_{2}\right)=\ldots=\Phi\left(w, y_{k}\right)=0$,
$x_{1}^{\Phi\left(w, z_{1}\right)} \cdot x_{2}^{\Phi\left(w, z_{2}\right)} \cdots x_{k}^{\Phi\left(w, z_{k}\right)} \in[u]_{\mathcal{P}}$.

Proof. Let $w$ be any word in $[s \cdot u]_{\mathcal{P}^{\prime}}$. Then there is a repetition-free derivation in $\mathcal{P}^{\prime}$ leading from $s \cdot u$ to $w$. If $w=m$, then $w$ is derived in one step from $s \cdot u$ by relation (5.3) and $w$ trivially satisfies conditions (i) and (ii). Note that if in a derivation starting at $s \cdot u$ relation (5.3) is applied, then this derivation can only be continued by again using
relation (5.3), causing a repetition. If $w \neq m$, then in any repetition-free derivation starting at $s \cdot u$ leading to $w$ only the relations in (5.1) and (5.4) can be applied until the word $s \cdot y(u) \cdot z(u)$ is reached and changed to $t \cdot z(u)$ by relation (5.2). Since $[u]_{\mathcal{P}}$ is finite, there is no $u^{\prime} \in\left\{y_{1}, \ldots, y_{k}\right\}^{\star}$ with $s \cdot u^{\prime} \cdot z(u) \in[s \cdot u]_{\mathcal{P}^{\prime}}, u^{\prime} \neq y(u)$, and $y(u)$ divides $u^{\prime}$. Therefore, any word $w$ occurring in this derivation of $s \cdot y(u) \cdot z(u)$ from $s \cdot u$ satisfies conditions (i) and (ii):
(i) $\Phi(w, s)=1, \Phi(w, t)=0, \Phi(w, m)=0$,
(ii) $x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, y_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, y_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, y_{k}\right)} \in[u]_{\mathcal{P}}$, and

$$
x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, z_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, z_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, z_{k}\right)}=u
$$

Then, as long as relation (5.2) is not applied, by the relations in (5.5), words $t \cdot z(v)$ with $v \in[u]_{\mathcal{P}}$ can be derived from $t \cdot z(u)$. Note that for all such words $t \cdot z(v)$ with $v \in[u]_{\mathcal{P}} \Phi(t \cdot z(v), s)=0, \Phi(t \cdot z(v), t)=1, \Phi(t \cdot z(v), m)=0$, and condition (ii) is satisfied. Relation (5.2) changes $t \cdot z(v)$ to $s \cdot y(u) \cdot z(v)$ and again the relations in (5.1) and (5.4) can be applied. As above, the words $w$ in the resulting sub-derivation starting at $s \cdot y(u) \cdot z(v)$ satisfy (i) and (ii) with

$$
x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, z_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, z_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, z_{k}\right)}=v
$$

By the relations in (5.4), from $s \cdot y(u) \cdot z(v)$ any word $s \cdot y\left(v^{\prime}\right) \cdot z(v)$ with $v^{\prime} \in[u]_{\mathcal{P}}$ can be derived. Relation (5.2) can only be applied to the word $s \cdot y(u) \cdot z(v)$, causing a repetition. Thus, conditions (i) and (ii) are satisfied within the whole derivation. This completes the proof of Lemma 5.1.

For the derivation of some word $s \cdot v \in[s \cdot u]_{\mathcal{P}^{\prime}}$, with $v \in X^{\star}$, from $s \cdot u$ in $\mathcal{P}^{\prime}$ we conclude from Lemma 5.1 and its proof:

Corollary 5.1. Let $s \cdot v \in[s \cdot u]_{\mathcal{P}^{\prime}}$ with $v \in X^{\star}, v \neq u$, and let $s \cdot u=\gamma_{0} \rightarrow \gamma_{1} \rightarrow \cdots \rightarrow$ $\gamma_{n}=s \cdot v$ be any repetition-free derivation in $\mathcal{P}^{\prime}$ leading from $s \cdot u$ to $s \cdot v$. Then there is exactly one $i \in I_{n-1}$ with $\gamma_{i}=s \cdot y(u) \cdot z(u), \gamma_{i+1}=t \cdot z(u)$, and exactly one $j \in I_{n-1}$, $j>i$, with $\gamma_{j}=t \cdot z(v), \gamma_{j+1}=s \cdot y(u) \cdot z(v)$.

Thus, we can prove:
Lemma 5.2. Let $v$ be some word in $X^{\star}$, then

$$
v \in[u]_{\mathcal{P}} \quad \Longleftrightarrow s \cdot v \in[s \cdot u]_{\mathcal{P}^{\prime}} .
$$

Proof. By Lemma 5.1 and its Corollary 5.1, a repetition-free derivation in $\mathcal{P}^{\prime}$ leading from $s \cdot u$ to $s \cdot v$ with $v \in X^{\star}$ has the following form:

where $\underset{(.)}{+}$ denotes some repetition-free derivation applying only the relations given in (.). Within the sub-derivations $\underset{(5.1),(5.4)}{\stackrel{+}{\longrightarrow}}$, the values $\Phi\left(w, x_{i}\right)+\Phi\left(w, z_{i}\right)$ are constant
for all $i \in I_{k}$, i.e. the word $x_{1}^{\Phi\left(w, x_{1}\right)+\Phi\left(w, z_{1}\right)} \cdot x_{2}^{\Phi\left(w, x_{2}\right)+\Phi\left(w, z_{2}\right)} \cdots x_{k}^{\Phi\left(w, x_{k}\right)+\Phi\left(w, z_{k}\right)}$ remains the same within $\underset{(5.1),{ }^{+}(5.4)}{ }$. Furthermore, all words occurring in the above derivation satisfy Lemma 5.1.

Lemma 5.3. $[s \cdot u]_{\mathcal{P}^{\prime}}$ is finite.
Proof. Since $[u]_{\mathcal{P}}$ is finite, it follows from the definition of $\mathcal{P}^{\prime}$ and Lemma 5.1 that $[s \cdot u]_{\mathcal{P}^{\prime}}$ is also finite.

Lemma 5.4. Let $v$ be some word in $X^{\star}$ with $v \notin[u]_{\mathcal{P}}$, and $v$ divides some $u^{\prime} \in[u]_{\mathcal{P}}$. Then $s \cdot v$ is the minimal (w.r.t. $\prec$ ) element of its congruence class $[s \cdot v]_{\mathcal{P}^{\prime}}$.

Proof. If $v \in X^{\star}$ with $v \notin[u]_{\mathcal{P}}$, and $v$ divides some $u^{\prime} \in[u]_{\mathcal{P}}$, then there is some $v^{\prime} \in X^{\star}-\{\varepsilon\}$ with $u^{\prime}=v \cdot v^{\prime} \in[u]_{\mathcal{P}}$. Because of the finiteness of $[u]_{\mathcal{P}}$ there is no $\bar{v} \in[v]_{\mathcal{P}}$ with $\bar{v}=u \cdot \bar{u}$ for $\bar{u} \in X^{\star}$. If there is such a $\bar{v} \in[v]_{\mathcal{P}}$, then $u^{\prime}=v \cdot v^{\prime} \equiv \bar{v} \cdot v^{\prime} \bmod \mathcal{P}$, $\bar{v} \cdot v^{\prime}=u \cdot \bar{u} \cdot v^{\prime} \in[u]_{\mathcal{P}}$, i.e. $[u]_{\mathcal{P}}$ is not finite. Thus, in any derivation starting at $s \cdot v$ relations (5.2) and (5.3) cannot be applied. Only the relations in (5.1) and (5.4) can possibly be used. Since $y_{i} \succ x_{i}$ (resp. $z_{i} \succ x_{i}$ ) for all $i \in I_{k}, s \cdot v$ is the minimal element of $[s \cdot v]_{\mathcal{P}^{\prime}}$ w.r.t. $\prec$.

Note that each $v \in X^{\star}$ is the minimal (w.r.t. $\prec$ ) element of $[v]_{\mathcal{P}^{\prime}}$ because no relation in $\mathcal{P}^{\prime}$ is applicable.

Since $[s \cdot u]_{\mathcal{P}^{\prime}}$ is finite, it follows from Dickson's (1913) Lemma that each $w \in[s \cdot u]_{\mathcal{P}^{\prime}}$ is minimal in $[s \cdot u]_{\mathcal{P}^{\prime}}$ w.r.t. divisibility, i.e. if $w \in[s \cdot u]_{\mathcal{P}^{\prime}}$, then there is no $w^{\prime} \in[s \cdot u]_{\mathcal{P}^{\prime}}$, $w^{\prime} \neq w$ such that $w^{\prime}$ divides $w$. The minimal element w.r.t. $\prec$ of $[s \cdot u]_{\mathcal{P}^{\prime}}$ is $m$. Thus, by Lemma 5.4, each $s \cdot v \in[s \cdot u]_{\mathcal{P}^{\prime}}$ with $v \in X^{\star}$ is contained in the set of the minimal elements of $L T\left(I\left(\mathcal{P}^{\prime}\right)\right)$ w.r.t. divisibility, and hence $G \supseteq\left\{s \cdot v-m \mid s \cdot v \in[s \cdot u]_{\mathcal{P}^{\prime}}, v \in X^{\star}\right\}$ (see Theorems 3.1 and 3.2). This establishes Theorem 5.1.

As an example of Theorem 5.1, consider the finite commutative semigroup presentation $\mathcal{P}=\left\{x_{1}^{2} \equiv x_{1} x_{2}^{3}, x_{2}^{2} \equiv x_{2} x_{3}^{3}\right\}$ over the alphabet $X=\left\{x_{1}, x_{2}, x_{3}\right\}$ and the word $u=x_{1}^{3}$. Splitting each relation of $\mathcal{P}$ into its two corresponding productions provides

$$
\begin{align*}
x_{1}^{2} & \rightarrow x_{1} x_{2}^{3}  \tag{5.1}\\
x_{1} x_{2}^{3} & \rightarrow x_{1}^{2}  \tag{5.2}\\
x_{2}^{2} & \rightarrow x_{2} x_{3}^{3}  \tag{5.3}\\
x_{2} x_{3}^{3} & \rightarrow x_{2}^{2} \tag{5.4}
\end{align*}
$$

Applying these productions, the congruence class $[u]_{\mathcal{P}}$ of $u$ in $\mathcal{P}$ can be derived as shown in Figure $2\left(v_{1} \xrightarrow{(.)} v_{2}\right.$ means that $v_{2}$ is derived in one step from $v_{1}$ by application of production (.)). Note that $[u]_{\mathcal{P}}$ is finite.

Using the construction of Theorem 5.1 we compute the reduced Gröbner basis $G$ of the ideal

$$
I:=\left\langle s y_{1} z_{1}-s x_{1}, s y_{2} z_{2}-s x_{2}, s y_{3} z_{3}-s x_{3},\right.
$$

$$
\begin{aligned}
& {[u]_{\mathcal{P}}: u=x_{1}^{3} \underset{(5.2)}{\stackrel{(5.1)}{\rightleftarrows}} x_{1}^{2} x_{2}^{3} \underset{(5.3) \downarrow \uparrow(5.4)}{\stackrel{(5.1)}{\rightleftarrows}} \quad x_{1} x_{2}^{6}} \\
& x_{1} x_{2}^{3} x_{3}^{9} \underset{(5.1)}{\stackrel{(5.2)}{\rightleftarrows}} x_{1}^{2} x_{3}^{9} \\
& \text { (5.3) } \downarrow \uparrow \text { (5.4) } \\
& x_{1} x_{2}^{2} x_{3}^{12} \\
& \text { (5.3) } \downarrow \uparrow \text { (5.4) } \\
& x_{1} x_{2} x_{3}^{15}
\end{aligned}
$$

Figure 2. Deriving the congruence class $[u]_{\mathcal{P}}$.

$$
\begin{aligned}
& s y_{1}^{2}-s y_{1} y_{2}^{3}, s y_{2}^{2}-s y_{2} y_{3}^{3}, t z_{1}^{2}-t z_{1} z_{2}^{3}, t z_{2}^{2}-t z_{2} z_{3}^{3} \\
& \left.t-s y_{1}^{3}, s x_{1}^{3}-m\right\rangle
\end{aligned}
$$

w.r.t. the lexicographic term ordering $\succ$ satisfying

$$
t \succ z_{1} \succ z_{2} \succ z_{3} \succ y_{1} \succ y_{2} \succ y_{3} \succ s \succ x_{1} \succ x_{2} \succ x_{3} \succ m .
$$

The result is given in Figure 3. By making a comparison with Figure 2 one can verify that

$$
v \in[u]_{\mathcal{P}} \quad \text { iff } \quad s \cdot v-m \in G .
$$

Theorem 5.2. The finite enumeration problem for commutative semigroups is exponential space complete with respect to log-lin reducibility.

From the work in Mayr and Meyer (1982) we know that the uniform word problem for commutative semigroups is exponential space complete (the input consisting of $u, v$ and $\mathcal{P}$ ). Actually, the construction in Mayr and Meyer (1982) proves the following, slightly stronger statement, which we will use for the proof of Theorem 5.2:
Proposition 5.1. (Mayr and Meyer, 1982) Let $\mathcal{P}$ be a finite commutative semigroup presentation over some alphabet $X, v$ a word in $X^{\star}$, and $u \in X^{\star}$ a word such that $[u]_{\mathcal{P}}$ is finite. Even with this restriction, the uniform word problem, i.e. the problem of deciding whether $u \equiv v \bmod \mathcal{P}$, is exponential space complete with respect to log-lin reducibility.

Proof of Theorem 5.2. Let $\mathcal{P}$ be the commutative semigroup presentation, and $u$, $v \in X^{\star}$ the two words of Proposition 5.1. Then $v \equiv u \bmod \mathcal{P}$, i.e. $v \in[u]_{\mathcal{P}}$ iff $v$ is

| $s x_{1} x_{2} x_{3}^{15}-m$ |  |
| :---: | :---: |
| $s x_{1} x_{2}^{2} x_{3}^{12}-m$ |  |
| $s x_{1} x_{2}^{3} x_{3}^{9}-m$ |  |
| $s x_{1} x_{2}^{4} x_{3}^{6}-m$ |  |
| $s x_{1} x_{2}^{5} x_{3}^{3}-m$ |  |
| $s x_{1} x_{2}^{6}-m$ |  |
|  |  |
| $s x_{1}^{2} x_{2} x_{3}^{6}-m$ |  |
| $s x_{1}^{2} x_{2}^{2} x_{3}^{3}-m$ |  |
| $s x_{1}^{2} x_{2}^{3}-r$ |  |
| $s x_{1}^{3}-m$ |  |
| $x_{2} m-x_{3}^{3} m$ |  |
| $m-x_{3}^{9}$ |  |
| $s x_{3}^{27} m-m^{2}$ |  |
| $y_{3} s x_{1} x_{2}^{2} x_{3}^{11}$ |  |
| $y_{3} s x_{1} x_{2}^{3} x_{3}^{8}$ |  |
| $y_{3} s x_{1} x_{2}^{4} x_{3}^{5}$ |  |
| $s x_{1} x_{2}^{5} x_{3}^{2}$ | , |
| $y_{3} s x_{1}^{2} x_{3}^{8}-y_{3} s x_{1} x_{2} x_{3}^{14}$ |  |
| ${ }_{3} s x_{1}^{2} x_{2} x_{3}^{5}-y_{3} s x_{1} x_{2} x^{14}$ | $-y_{3} s x_{1} x_{2} x_{3}^{1}$ |
| $y_{3} s x_{1}^{2} x_{2}^{2} x_{3}^{2}-y_{3} s x_{1} x_{2} x_{3}^{14}$ |  |
| $y_{3}^{2} s x_{1} x_{2}^{2} x_{3}^{10}$ |  |
| $y_{3}^{2} s x_{1} x_{2}^{3} x_{3}^{7}$ |  |
| $y_{3}^{2} s x_{1} x_{2}^{4} x_{3}^{4}$ |  |
| $y_{3}^{2} s x_{1} x_{2}^{5} x_{3}-y_{3}^{2} s x_{1} x_{2} x_{3}^{13}$ |  |
| $y_{3}^{2} s x_{1}^{2} x_{3}^{7}-y_{3}^{2} s x_{1} x_{2} x_{3}^{13}$ |  |
| $y_{3}^{2} s x_{1}^{2} x_{2} x_{3}^{4}-y_{3}^{2} s x_{1}$ |  |
| $y_{3}^{2} s x_{1}^{2} x_{2}^{2} x_{3}-y_{3}^{2} s x_{1} x_{2} x_{3}^{13}$ |  |
| $y_{3}^{3} s x_{1} x_{2}^{2} x_{3}^{9}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{3} s x_{1} x_{2}^{3} x_{3}^{6}-y_{3}^{3} s x_{1}$ |  |
| $y_{3}^{3} s x_{1} x_{2}^{4} x_{3}^{3}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{3} s x_{1} x_{2}^{5}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{3} s x_{1}^{2} x_{3}^{6}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{3} s x_{1}^{2} x_{2} x_{3}^{3}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{3} s x_{1}^{2} x_{2}^{2}-y_{3}^{3} s x_{1} x_{2} x_{3}^{12}$ |  |
| $y_{3}^{4} s x_{1} x_{2}^{2} x_{3}^{8}-y_{3}^{4} s x_{1} x_{2} x_{3}^{11}$ |  |
| $y_{3}^{4} s x_{1} x_{2}^{3} x_{3}^{5}-y_{3}^{4} s x_{1} x_{2} x_{3}^{11}$ |  |
| $y_{3}^{4} s x_{1} x_{2}^{4} x_{3}^{2}-y_{3}^{4} s x_{1} x_{2} x_{3}^{11}$ |  |
| $y_{3}^{4} s x_{1}^{2} x_{3}^{5}-y_{3}^{4} s x_{1} x_{2} x_{3}^{11}$ |  |
| $y_{3}^{4} s x_{1}^{2} x_{2} x_{3}^{2}-y_{3}^{4} s x_{1} x_{2} x_{3}^{11}$ |  |
| ${ }_{3}^{5} s x_{1} x_{2}^{2} x_{3}^{7}-y_{3}^{5} s x_{1} x_{2} x_{3}^{10}$ |  |
| $y_{3}^{5} s x_{1} x_{2}^{3} x_{3}^{4}-y_{3}^{5} s x_{1} x_{2} x_{3}^{10}$ |  |
| $y_{3}^{5} s x_{1} x_{2}^{4} x_{3}-y_{3}^{5} s x_{1} x_{2} x_{3}^{10}$ |  |
| $y_{3}^{5} s x_{1}^{2} x_{3}^{4}-y_{3}^{5} s x_{1} x_{2} x_{3}^{10}$ |  |
| ${ }^{5} x_{1}^{2} x_{2} x_{3}$ | $-y_{3}^{5} s x_{1} x_{2} x^{3}$ |
| $y_{3} s x_{1} x_{2} x_{3}^{6}$ | $y_{3}^{6} s x_{1} x_{2} x_{3}$ |



$$
\begin{array}{r}
y_{1} y_{3}^{6} s x_{2}^{3} x_{3}^{3}-y_{1} y_{3}^{6} s x_{2} x_{3}^{9} \\
y_{1} y_{3}^{6} s x_{2}^{4}-y_{1} y_{3}^{6} s x_{2} x_{3}^{9} \\
y_{1} y_{3}^{7} s x_{2}^{2} x_{3}^{5}-y_{1} y_{3}^{7} s x_{2} x_{3}^{8} \\
y_{1} y_{3}^{7} s x_{2}^{3} x_{3}^{2}-y_{1} y_{3}^{7} s x_{2} x_{3}^{8} \\
y_{1} y_{3}^{8} s x_{2}^{2} x_{3}^{4}-y_{1} y_{3}^{8} s x_{2} x_{3}^{7} \\
y_{1} y_{3}^{8} s x_{2}^{3} x_{3}-y_{1} y_{3}^{8} s x_{2} x_{3}^{7} \\
y_{1} y_{3}^{9} s x_{2}^{2} x_{3}^{3}-y_{1} y_{3}^{9} s x_{2} x_{3}^{6} \\
y_{1} y_{3}^{9} s x_{2}^{3}-y_{1} y_{3}^{9} s x_{2} x_{3}^{6} \\
y_{1} y_{3}^{10} s x_{2}^{2} x_{3}^{2}-y_{1} y_{3}^{10} s x_{2} x_{3}^{5} \\
y_{1} y_{3}^{11} s x_{2}^{2} x_{3}-y_{1} y_{3}^{11} s x_{2} x_{3}^{4} \\
y_{1} y_{3}^{12} s x_{2}^{2}-y_{1} y_{3}^{12} s x_{2} x_{3}^{3} \\
y_{1}^{2} s-y_{1} y_{2} y_{3}^{6} s \\
z_{3} y_{3} m-x_{3} m \\
z_{3} y_{3} s-s x_{3} \\
z_{2} m-z_{3}^{3} m \\
z_{2} s x_{2} x_{3}^{3}-z_{3}^{3} s x_{2}^{2} \\
z_{2} s x_{1}^{2} x_{3}^{3}-z_{3}^{3} s x_{1}^{2} x_{2} \\
z_{2} y_{3} s x_{2} x_{3}^{2}-z_{3}^{2} s x_{2}^{2} \\
z_{2} y_{3} s x_{1}^{2} x_{3}^{2}-z_{3}^{2} s x_{1}^{2} x_{2} \\
z_{2} y_{3}^{2} s x_{2} x_{3}-z_{3} s x_{2}^{2} \\
z_{2} y_{3}^{2} s x_{1}^{2} x_{3}-z_{3} s x_{1}^{2} x_{2} \\
z_{2} y_{3}^{3} s x_{2}-s x_{2}^{2} \\
z_{2} y_{3}^{3} s x_{1}^{2}-s x_{1}^{2} x_{2} \\
z_{2} y_{2} s-s x_{2} \\
z_{1} m-z_{3}^{9} m \\
z_{1} y_{2} y_{3}^{5} s x_{1} x_{3} y_{3}^{6} s x_{1}-z_{3} s x_{1}^{2} x_{1}^{2} y_{3}^{15} s \\
z_{1} y_{1} s-s x_{1} \\
t-y_{1} y_{2} y_{3}^{15} \\
z_{1} s x_{1} x_{2} x_{3}^{6}-z_{2} z_{3}^{6} s x_{1}^{2} \\
z_{1} s x_{1} x_{2}^{2} x_{3}^{3}-z_{2}^{2} z_{3}^{3} s x_{1}^{2} \\
z_{1} s x_{1} x_{2}^{3}-z_{2}^{3} s x_{1}^{2} \\
z_{1} y_{3} s x_{1} x_{2} x_{3}^{5}-z_{2} z_{3}^{5} s x_{1}^{2} \\
z_{1} y_{3} s x_{1} x_{2}^{2} x_{3}^{2}-z_{2}^{2} z_{3}^{2} s x_{1}^{2} \\
z_{1} y_{3}^{2} s x_{1} x_{2} x_{3}^{4}-z_{2} z_{3}^{4} s x_{1}^{2} \\
z_{1} y_{3}^{2} s x_{1} x_{2}^{2} x_{3}-z_{2}^{2} z_{3} s x_{1}^{2} \\
z_{1} y_{3}^{3} s x_{1} x_{2} x_{3}^{3}-z_{2} z_{3}^{3} s x_{1}^{2} \\
z_{1} y_{3}^{3} s x_{1} x_{2}^{2}-z_{2}^{2} s x_{1}^{2} \\
z_{1} y_{3}^{4} s x_{1} x_{2} x_{3}^{2}-z_{2} z_{3}^{2} s x_{1}^{2} \\
z_{1} y_{3}^{5} s x_{1} x_{2} x_{3}-z_{2} z_{3} s x_{1}^{2} \\
z_{1} y_{3}^{6} s x_{1} x_{2}-z_{2} s x_{1}^{2} \\
z_{1} y_{2} s x_{1} x_{3}^{6}-z_{3}^{6} s x_{1}^{2} \\
z_{1} y_{2} y_{3} s x_{1} x_{3}^{5}-z_{3}^{5} s x_{1}^{2} \\
z_{1} y_{2} y_{3}^{2} s x_{1} x_{3}^{4}-z_{3}^{4} s x_{1}^{2} \\
z_{1} y_{2} y_{3}^{3} s x_{1} x_{3}^{3}-z_{3}^{3} s x_{1}^{2} \\
z_{1} y_{3}^{4} s x_{1}^{2}-z_{3}^{2} s x_{1}^{2} \\
z_{2}
\end{array}
$$

Figure 3. The reduced Gröbner basis of the binomial ideal $I$.
contained in the list of elements of $[u]_{\mathcal{P}}$ generated by the enumeration algorithm of Theorem 5.1. Thus, an exponential space complete word problem reduces to the finite enumeration problem for commutative semigroups, which together with Theorem 5.1
establishes the exponential space completeness of the finite enumeration problem for commutative semigroups.

### 5.2. THE SUBWORD PROBLEM FOR COMMUTATIVE SEMIGROUPS

Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ be a finite alphabet, and $\mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$ a finite commutative semigroup presentation over $X$.

The (ordinary) subword problem for commutative semigroups is to decide, for any two words $u, v_{1} \in X^{\star}$, whether there is a $v_{2} \in[u]_{\mathcal{P}}$ such that $v_{2}=v_{1} \cdot w$ for some $w \in X^{\star}$ which contains no variable occurring in $v_{1}$. In other words, if such a word $v_{2}$ exists, then w.l.o.g. the variables can be renamed such that

$$
v_{2}=\underbrace{x_{1}^{e_{1}} \cdots x_{a}^{e_{a}}}_{v_{1}} \cdot \underbrace{x_{a+1}^{e_{a+1}} \cdots x_{k}^{e_{k}}}_{w},
$$

for some $e_{1}, \ldots, e_{a} \in \mathbb{N}-\{0\}$ and $e_{a+1}, \ldots, e_{k} \in \mathbb{N}$.
By $X_{v_{1}}$ we denote the set of variables occurring in $v_{1}$, i.e. $v_{1} \in X_{v_{1}}^{\star}$ and $\Phi\left(v_{1}, x_{i}\right)>0$ for all $x_{i} \in X_{v_{1}}$. If $X_{v_{1}} \neq X$, then we denote by $X_{\overline{v_{1}}}$ the set of variables not occurring in $v_{1}$, i.e. $X_{\overline{v_{1}}}=X \backslash X_{v_{1}}$.

Let $Y, Z$ be subsets of $X$ with $Y \cap Z=\emptyset$.
W.l.o.g. the variables can be renamed such that $X_{v_{1}}=\left\{x_{1}, \ldots, x_{a}\right\}, X_{\overline{v_{1}}}=\left\{x_{a+1}, \ldots\right.$, $\left.x_{k}\right\}, Y=\left\{x_{a_{1}}, x_{a_{1}+1}, \ldots, x_{a_{2}}\right\}$ (if $a_{1}>a_{2}$, then $Y=\emptyset$ ) and $Z=\left\{x_{1}, \ldots, x_{a_{0}}\right\} \cup$ $\left\{x_{a_{3}}, \ldots, x_{k}\right\}$ (if $1>a_{0}$ and $k<a_{3}$, then $Z=\emptyset$ ). Then, for the case $1<a_{0}<a_{1}<a<$ $a_{2}<a_{3}<k$, we get the following picture:

$$
\overbrace{\underbrace{x_{1}, \ldots, x_{a_{0}}}_{Z}, x_{a_{0}+1}, \ldots, x_{a_{1}-1}, \underbrace{x_{a_{1}}, \ldots, x_{a}}_{Y}, \overbrace{x_{a+1}, \ldots, x_{a_{2}}}, x_{a_{2}+1}, \ldots, x_{a_{3}-1}, \underbrace{x_{a_{3}}, \ldots, x_{k}}_{Z}}^{X_{\overline{v_{1}}}} .
$$

With this notation we define the subword, word, and coverability problems for commutative semigroups as follows. Note that the definition of the subword problem extends the definition given at the beginning of this section.

The Subword Problem is: Given $X, \mathcal{P}, u, v_{1}, Y$ and $Z$, decide whether there is a $v_{2} \in[u]_{\mathcal{P}}$ such that $v_{2}=v_{1} \cdot x_{a_{1}} \cdots x_{a_{2}} \cdot w$ for some $w \in(Y \cup Z)^{\star}$ if $a_{1} \leq a_{2}$, resp. $v_{2}=v_{1} \cdot w$ for some $w \in Z^{\star}$ if $a_{1}>a_{2}$.
The Word Problem is: Given $X, \mathcal{P}, u, v_{1}$, decide whether $v_{1} \in[u]_{\mathcal{P}}$. (In Mayr and Meyer (1982) this problem has been shown to be exponential space complete.)

The Coverability Problem is: Given $X, \mathcal{P}, u, v_{1}$, decide whether there is a $v_{2} \in[u]_{\mathcal{P}}$ such that $v_{1}$ is a subword of $v_{2}$, i.e. $v_{2}=v_{1} \cdot w$ for some $w \in X^{\star}$. (In Koppenhagen and Mayr (1995) we have shown that this problem is exponential space complete.)

We observe that the word problem and the coverability problem are special cases of the subword problem. If $Y$ and $Z$ are both empty, then the subword problem is equivalent to the word problem. If $Y$ is empty and $Z=X$, then the subword problem is equivalent to the coverability problem.

If $Y$ is empty and $Z=X_{\overline{v_{1}}}$, we get the former definition. Then the subword problem is to decide whether there is a $v_{2} \in[u]_{\mathcal{P}}$ such that $v_{2}=v_{1} \cdot w$ for some $w \in X \frac{\star}{v_{1}}$.

Theorem 5.3. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ and $\mathcal{P}=\left\{l_{i} \equiv r_{i} ; l_{i}, r_{i} \in X^{\star}, i \in I_{h}\right\}$ be a finite commutative semigroup presentation over $X$. Then there is an algorithm which, for any two words $u$, $v_{1} \in X^{\star}$, and sets $Y \subseteq X, Z \subseteq X \backslash Y$, decides whether there is, and if so, also provides a $v_{2} \in[u]_{\mathcal{P}}$ such that $v_{2}=v_{1} \cdot v \cdot w$, where $w \in(Y \cup Z)^{\star}$ and $v=x_{a_{1}} \cdots x_{a_{2}}$ if $Y=\left\{x_{a_{1}}, x_{a_{1}+1}, \ldots, x_{a_{2}}\right\}$, resp. $v=\varepsilon$ if $Y=\emptyset$, using at most space $\left(\operatorname{size}\left(u, v_{1}, \mathcal{P}\right)\right)^{2} \cdot 2^{\bar{c} \cdot k} \leq 2^{c \cdot \operatorname{size}\left(u, v_{1}, \mathcal{P}\right)}$ for some constants $\bar{c}, c>0$ independent of $u$, $v_{1}$, and $\mathcal{P}$.

Proof. We show that if there is a $v_{2}^{\prime} \in[u]_{\mathcal{P}}$ with $v_{2}^{\prime}=v_{1} \cdot v \cdot w^{\prime}$, where $w^{\prime} \in(Y \cup Z)^{\star}$, then there is a $v_{2} \in[u]_{\mathcal{P}}$ with the same properties and which can be determined in space $\left(\operatorname{size}\left(u, v_{1}, \mathcal{P}\right)\right)^{2} \cdot 2^{\bar{c} \cdot k}$.
In addition to $x_{1}, \ldots, x_{k}$ we introduce three new variables $s, \bar{s}$, and $t$. Let $X_{t}=$ $X \cup\{s, \bar{s}, t\}$. Given $\mathcal{P}$ and the two words $u, v_{1} \in X^{\star}$, we construct a new commutative semigroup presentation $\mathcal{P}_{t}$ over $X_{t}$ as follows. For every relation $l_{i} \equiv r_{i}$ in $\mathcal{P}, \mathcal{P}_{t}$ contains the relation $t \cdot l_{i} \equiv t \cdot r_{i}$. Then we add to $\mathcal{P}_{t}$ the relations $s \equiv t \cdot u$ and $t \cdot v_{1} \cdot v \equiv \bar{s}$. Let $\prec$ be any lexicographic term ordering satisfying

$$
s \succ t \succ x \succ \bar{s} \succ y,
$$

for all $x \in X-(Y \cup Z), y \in Y \cup Z$.
By Theorem 3.2, $s \in L T\left(I\left(\mathcal{P}_{t}\right)\right)$, and, since $s$ is minimal in $L T\left(I\left(\mathcal{P}_{t}\right)\right)$ w.r.t. divisibility, by Theorems 3.1 and 3.2 , the binomial $s-m_{s}$, where $m_{s}$ is the minimal element of $[s]_{\mathcal{P}_{t}}$ w.r.t. $\prec$, is an element of the reduced Gröbner basis of $I\left(\mathcal{P}_{t}\right)$ w.r.t. $\prec$.

We assume that there is a $v_{2}^{\prime} \in[u]_{\mathcal{P}}$ such that $v_{2}^{\prime}=v_{1} \cdot v \cdot w^{\prime}$ for some $w^{\prime} \in(Y \cup Z)^{\star}$. Then we have $t \cdot v_{1} \cdot v \cdot w^{\prime} \in[t \cdot u]_{\mathcal{P}_{t}}$. As $t \cdot v_{1} \cdot v \cdot w^{\prime} \equiv \bar{s} \cdot w^{\prime} \bmod \mathcal{P}_{t}$, we have $\bar{s} \cdot w^{\prime} \in[t \cdot u]_{\mathcal{P}_{t}}$. Since $m_{s}$ is the minimal element of $[s]_{\mathcal{P}_{t}}=[t \cdot u]_{\mathcal{P}_{t}}$, we also have $m_{s} \prec \bar{s} \cdot w^{\prime}$ or $m_{s}=\bar{s} \cdot w^{\prime}$. In particular, the variables $s, t$, and the variables in $X-(Y \cup Z)$ do not occur in $m_{s}$.
In $\mathcal{P}_{t}$ the variable $s$ as well as the variable $\bar{s}$ occur in exactly one relation, namely $s \equiv t \cdot u$, resp. $t \cdot v_{1} \cdot v \equiv \bar{s}$. In the remaining relations in $\mathcal{P}_{t}$ each side has the form $t \cdot y$ with $y \in X^{\star}$. Thus, the only relation in $\mathcal{P}_{t}$ that can be applied to $s$ is $s \equiv t \cdot u$, and any derivation in $\mathcal{P}_{t}$ starting at $s$ first leads from $s$ to $t \cdot u$, i.e. $s \rightarrow t \cdot u\left(\mathcal{P}_{t}\right)$. Generally, from the structure of $\mathcal{P}_{t}$ we have the following result.

Lemma 5.5. Every word $\gamma$ in a derivation in $\mathcal{P}_{t}$ starting at s satisfies

$$
\Phi(\gamma, s)+\Phi(\gamma, \bar{s})+\Phi(\gamma, t)=1
$$

Together with the above considerations, we get for the minimal element $m_{s}$ (w.r.t. $\prec$ ) of $[s]_{\mathcal{P}_{t}}$ that $\Phi\left(m_{s}, \bar{s}\right)=1$, i.e. $m_{s}=\bar{s} \cdot w$ for some $w \in(Y \cup Z)^{\star}$ with $w \prec w^{\prime}$, or $w=w^{\prime}$.

In the following it will be shown that in a repetition-free derivation in $\mathcal{P}_{t}$ leading from $s$ to $m_{s}$ the variables $s$ and $\bar{s}$ only occur in the words $s$ and $m_{s}$. Furthermore, we will see that, except for $s$ and $m_{s}$, any word in a repetition-free derivation of $m_{s}$ from $s$ in $\mathcal{P}_{t}$ has the form $t \cdot x$ with $x \in X^{\star}$.

If some word $\gamma_{i}, i \in \mathbb{N}, i \geq 1$, in a derivation $s \rightarrow t \cdot u=\gamma_{0} \rightarrow \gamma_{1} \rightarrow \cdots \rightarrow \gamma_{i-1} \rightarrow \gamma_{i}$ $\left(\mathcal{P}_{t}\right)$ contains the variable $s$, then the only way to continue is to apply the relation $s \equiv t \cdot u$, because this is the only relation of $\mathcal{P}_{t}$ in which $s$ occurs. For the same reason $\gamma_{i}$ must be derived from $\gamma_{i-1}$ also by application of the relation $s \equiv t \cdot u$, causing a repetition in the resulting derivation.

Similarly, if some word $\gamma$ in a derivation of $m_{s}$ from $s$ in $\mathcal{P}_{t}$ contains the variable
$\bar{s}$, then either $\gamma=m_{s}$ and we are finished, or there is exactly one applicable relation, namely the relation applied last, causing a repetition in the derivation.

Hence, the words $\gamma_{i}$ in a repetition-free derivation

$$
s \rightarrow t \cdot u=\gamma_{0} \rightarrow \gamma_{1} \rightarrow \cdots \rightarrow \gamma_{n-1} \rightarrow \gamma_{n} \rightarrow m_{s}\left(\mathcal{P}_{t}\right)
$$

with $n \in \mathbb{N}$, do not contain $s$ or $\bar{s}$. The only relations applied to $\gamma_{i}, i \in\{0, \ldots, n-1\}$ are the relations $t \cdot l_{i} \equiv t \cdot r_{i}$. Thus, any repetition-free derivation in $\mathcal{P}_{t}$ leading from $s$ to $m_{s}$ has the form

$$
s \rightarrow t \cdot u \rightarrow t \cdot \delta_{1} \rightarrow \cdots \rightarrow t \cdot \delta_{n}=t \cdot v_{1} \cdot v \cdot w \rightarrow \bar{s} \cdot w=m_{s}\left(\mathcal{P}_{t}\right)
$$

with $\delta_{i} \in X^{\star}, i \in I_{n}, n \in \mathbb{N}$.
We obtain the following derivation in $\mathcal{P}$ leading from $u$ to $v_{2}=v_{1} \cdot v \cdot w$ :

$$
u \rightarrow \delta_{1} \rightarrow \cdots \rightarrow \delta_{n}=v_{1} \cdot v \cdot w=v_{2}(\mathcal{P}) .
$$

Since the binomial $s-m_{s}$ is an element of the reduced Gröbner basis of $I\left(\mathcal{P}_{t}\right)$, by Theorem 4.1, $m_{s}=\bar{s} \cdot w$ can be determined in space $\left(\operatorname{size}\left(u, v_{1}, \mathcal{P}_{t}\right)\right)^{2} \cdot 2^{d \cdot k}$, and thus, $v_{2}$ can be determined using at most space $\left(\operatorname{size}\left(u, v_{1}, \mathcal{P}\right)\right)^{2} \cdot 2^{\bar{c} \cdot k}$.

As an example of Theorem 5.3, consider the finite commutative semigroup presentation $\mathcal{P}=\left\{x_{1} \equiv x_{2} x_{3}, x_{1} \equiv x_{2} x_{3}^{3}, x_{2} x_{3}^{4} \equiv x_{2}\right\}$ over $X=\left\{x_{1}, x_{2}, x_{3}\right\}$, the words $u=x_{1}, v_{1}=x_{1}$ and the sets $Y=\left\{x_{3}\right\}, Z=\emptyset$. In this special case the subword problem is to decide whether there is a $v_{2} \in\left[x_{1}\right]_{\mathcal{P}}$ such that $v_{2}=x_{1} x_{3} \cdot w$ for some $w \in\left\{x_{3}\right\}^{\star}$.

Using the construction of Theorem 5.3 we compute the reduced Gröbner basis $G$ of the ideal

$$
I:=\left\langle t x_{1}-t x_{2} x_{3}, t x_{1}-t x_{2} x_{3}^{3}, t x_{2} x_{3}^{4}-t x_{2}, s-t x_{1}, t x_{1} x_{3}-\bar{s}\right\rangle
$$

w.r.t. the lexicographic term ordering $\succ$ satisfying

$$
s \succ t \succ x_{1} \succ x_{2} \succ \bar{s} \succ x_{3} .
$$

We obtain

$$
G=\left\{\bar{s} x_{3}^{2}-\bar{s}, \bar{s} x_{1}-\bar{s} x_{2} x_{3}, t x_{2}-\bar{s}, t x_{1}-\bar{s} x_{3}, s-\bar{s} x_{3}\right\} .
$$

The binomial $s-\bar{s} x_{3}$ provides the solution $w=x_{3}$, resp. $v_{2}=x_{1} x_{3}^{2}$, which can be verified by the following derivation in $\mathcal{P}$ :

$$
u=x_{1} \rightarrow x_{2} x_{3} \rightarrow x_{2} x_{3}^{5} \rightarrow x_{1} x_{3}^{2}=v_{2}(\mathcal{P})
$$

THEOREM 5.4. The subword problem for commutative semigroups is exponential space complete with respect to log-lin reducibility.

Proof. From the results in Mayr and Meyer (1982) we know that the word problem for commutative semigroups is exponential space complete with respect to log-lin reducibility. Since the word problem is a special case of the subword problem, and because of Theorem 5.3 we conclude the assertion.

## 6. Conclusion

The results obtained in this paper first give an algorithm for generating the reduced Gröbner basis of a binomial ideal using at most space $2^{c \cdot n}$, where $n$ is the size of the
problem instance, and $c>0$ is some constant independent of $n$. Since, in the worst case, any Gröbner basis of a binomial ideal will have maximal degree double exponential in $n$, any algorithm for computing Gröbner bases of binomial ideals requires at least exponential space (see Mayr and Meyer, 1982; Huynh, 1986).

As an application of our basis construction algorithm, we also presented space optimal decision procedures for the finite enumeration and subword problems for commutative semigroups. These procedures also require at most space $2^{d \cdot n}$ for some constant $d$ independent of the size $n$ of the problem instance. This complexity bound for the finite enumeration problem also implies an analogous bound for the finite containment problem (FCP) (and the finite equality problem (FEP)) for commutative semigroups and, equivalently, for reversible Petri nets. For an investigation of the finite containment problem for general (not necessarily reversible) Petri nets see Mayr and Meyer (1981).
In view of commutative semigroups, we have also derived from the results reported in this paper an exponential space algorithm which, for a given word $u$ of a commutative semigroup, constructs a closed representation of the congruence class [ $u$ ] as a uniformly semilinear set (see Koppenhagen and Mayr, 1997). For this algorithm, we first show that the minimal periods of $[u]$ can be determined requiring at most space $2^{c \cdot \operatorname{size}(u, \mathcal{P})}$ for some constant $c>0$ independent of $u$ and $\mathcal{P}$, using the algorithm for the subword problem in commutative semigroups as reported here. Then we show an analogous bound for the minimal elements of $[u]$. We project $[u]$ onto its bounded coordinates and then again make use of the subword algorithm. The bounded coordinates can be found by an exponential space algorithm for the coverability problem.
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