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Chapter 1

Gröbner bases for codes

1.1 Introduction

Coding theory deals with the following topics:

- Cryptography or cryptology. Transmission of secret messages or electronic
money, eavesdropping, intruders, authentication and privacy.

- Source coding or data compression. Most data have redundant information,
and can be compressed, to save space or to speed up the transmission.

- Error-correcting codes. If the channel is noisy one adds redundant infor-
mation in a clever way to correct a corrupted message.

In this and the following chapter we are concerned with Gröbner bases and error-
correcting codes and their decoding. In Sections 1.2 and 1.3 a kaleidoscopic
introduction is given to error-correcting codes centered around the question of
finding the minimum distance and the weight enumerator of a code. Section
1.4 uses the theory of Gröbner bases to get all codewords of minimum weight.
Section 1.5 gives an elementary introduction to algebraic geometry codes.

All references and suggestions for further reading will be given in the notes
of Section 1.6. The beginning of this chapter is elementary and the level is
gradually more demanding towards the end.

Notation: The ring of integers is denoted by Z, the positive integers by N and
the non-negative integers by N0. The ring of integers modulo n is denoted by
Zn. The number of elements of a set S is denoted by #S. A field is denoted by F
and its set of nonzero elements by F∗. The finite field with q elements is denoted
by Fq. Vectors are row vectors. The transpose of a matrix M is written as MT .
The inner product of the vectors x and y is defined as x · y = xyT =

∑
xiyi.

The projective space of dimension m over Fq is denoted by PG(m, q). Variables
are denoted in capitials such as X, Y, Z,X1, . . . , Xm. If I is an ideal and F an
element of Fq[X1, . . . , Xm], then V (I, F) denotes the zero set of I in Fm, and
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6 CHAPTER 1. GRÖBNER BASES FOR CODES

the coset of F modulo I is denoted by f .

1.2 Basic facts from coding theory

Words have a fixed length n, and the letters are from an alphabet Q of q elements.
Thus words are elements of Qn. A code (dictionary) is a subset of Qn. The
elements of the code are called codewords.

1.2.1 Hamming distance

Two distinct words of a code should differ as much as possible. To give this
a precise meaning the Hamming distance between two words is introduced. If
x,y ∈ Qn, then

d(x,y) = #{i | xi 6= yi}.

Exercise 1.2.1 Show that the Hamming distance is a metric. In particular
that it satisfies the triangle inequality.

d(x, z) ≤ d(x,y) + d(y, z).

The minimum distance of a code C is defined as

d = d(C) = min{d(x,y) | x,y ∈ C, x 6= y}.

1.2.2 Linear codes

If the alphabet is a finite field, which is the case for instance when Q = {0, 1},
then Qn is a vector space. A linear code is a linear subspace of Fn

q . If a code is
linear of dimension k, then the encoding

E : Fk
q −→ Fn

q ,

from message or source word x ∈ Fk
q to encoded word c ∈ Fn

q can be done
efficiently by a matrix multiplication.

c = E(x) = xG,

where G is a k × n matrix with entries in Fq. Such a matrix G is called a
generator matrix of the code.

For a word x ∈ Fn
q its support is defined as the set of non-zero coordinate

positions, and its weight as the number of elements of its support and denote
it by wt(x). The minimum distance of a linear code C is equal to its minimum
weight

d(C) = min{wt(c) | c ∈ C, c 6= 0}.

In this chapter a code will always be linear.
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The parameters of a code C in Fn
q of dimension k and minimum distance d will

be denoted by [n, k, d]q or [n, k, d]. Then n− k is called the redundancy. For an
[n, k, d] code C we define the dual code C⊥ as

C⊥ = {x ∈ Fn
q | c · x = 0 for all c ∈ C}.

Exercise 1.2.2 Let C be a code of length n and dimension k. Show that
C⊥ has dimension n − k. Let H be a generator matrix for C⊥. Prove that
C = {c ∈ Fn

q | HcT = 0}. Therefore H is called a parity check matrix for C.

Example 1.2.3 The [7, 4, 3] Hamming code has generator matrix G and its
dual, the [7, 3, 4] Simplex code has generator matrix H, where

G =


1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 , H =

 1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1

 .

Exercise 1.2.4 Let (Ik|P ) be a generator matrix of C, where Ik is the k × k
identity matrix. Show that (−PT |In−k) is a parity check matrix of C.

1.2.3 Weight distribution

Apart from the minimum distance, a code has other important invariants. One
of these is the weight distribution {(i, αi) | i = 0, 1, . . . n}, where αi denotes the
number of codewords in C of weight i. The polynomials WC(X, Y ) and WC(X),
defined as

WC(X, Y ) =
n∑

i=0

αiX
n−iY i and WC(X) =

n∑
i=0

αiX
n−i

are called the (homogeneous) weight enumerators of C. Although there is no
apparent relation between the minimum distance of a code and its dual, the
weight enumerators satisfy the MacWilliams identity.

Theorem 1.2.5 Let C be an [n, k] code over Fq. Then

WC⊥(X, Y ) = q−kWC(X + (q − 1)Y, X − Y ).

1.2.4 Automorphisms and isometries of codes

Other important invariants of a code are its group of automorphisms and its
group of isometries.

Let Perm(n, q) be the subgroup of GL(n, q) consisting of permutations of co-
ordinates. Let Diag(n, q) be the subgroup of GL(n, q) consisting of diagonal
matirices. Let Iso(n, q) be the subgroup of GL(n, q) which is generated by
Perm(n, q) and Diag(n, q).
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A code that is the image of C under an element of Perm(n, q) is said to
be equivalent to C. The subgroup of Perm(n, q) that leaves C invariant is the
automorphism group of C, Aut(C).

A code that is the image of C under an element of Iso(n, q) is said to be
isometric to C. The subgroup of Iso(n, q) that leaves C invariant is the isometry
group of C, Iso(C).

Exercise 1.2.6 Show that Aut(C) = Aut(C⊥) and similarly for Iso(C).

Exercise 1.2.7 Show that a linear map ϕ : Fn
q → Fn

q is an isometry if and only
if ϕ leaves the Hamming metric invariant, that means that

d(ϕ(x), ϕ(y)) = d(x,y)

for all x,y ∈ Fn
q .

A code of length n is called cyclic if the cyclic permutation of coordinates
σ(i) = i− 1 modulo n leaves the code invariant. See Section 1.4.

Exercise 1.2.8 Show that the [7, 4, 3] Hamming code, as defined in Example
1.2.3, is not cyclic, but that it is equivalent to a cyclic code.

1.3 Determining the minimum distance

Given a generator matrix of a code, the problem is to determine the minimum
distance of the code. We will give five possible solutions here. All these methods
do not have polynomial complexity in n, the lenght of the code. One cannot
hope for a polynomial algorithm, since recently it has been proved that this
problem is NP complete.

1.3.1 Exhaustive search

This is the first approach that comes to mind. It is the brute force method:
generate all codewords and check for their weights.

Since one generates the whole code, other invariants, like the weight distribution,
are easy to determine at the same expence. But going through all codewords is
the most inefficient way of dealing with the problem.

It is not necessary to consider all scalar multiples λc of a codeword c and
a nonzero λ ∈ Fq, since they all have the same weight. This improves the
complexity by a factor q − 1. One can speed up the procedure if one knows
more about the code at forehand, for example the automorphism group, in
particular for cyclic codes.

By the MacWilliams relations, knowing the weight distribution of a code,
one can determine the weight distribution of the dual code by solving linear
equations. Therefore it is good to do exhaustive search on whatever code (C or
C⊥) has lowest dimension.
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Example 1.3.1 The Hamming code. Generating all 16 codewords of the Ham-
ming code yields the following weight distribution of the code:

weight # codewords
0 1
3 7
4 7
7 1

This could have been achieved by first computing the weight distribution of
the dual code (dimension 3) and then applying the MacWilliams transform.
Also one can use that the code has an cyclic automorphism group of order
7. Therefore one knows that the number of codewords of weights 3 or 4 are
multiples of 7.

Exercise 1.3.2 Does it hold in general that the number of codewords of a given
weight in a cyclic code is a multiple of the length? If not, what is the exact
relation?

1.3.2 Linear algebra

In a sense the theory of linear codes is ”just linear algebra”. The determination
of the minimum distance can be phrased in these terms as the following exercise
shows.

Exercise 1.3.3 The minimum distance is the minimal number of dependent
columns in a parity check matrix.

But also for this method one has to look at all possible combinations of columns,
and this number grows exponentially.

We give a sketch how the minimum distance of linear codes is determined by
the algorithm of Brouwer. Let G be a k × n generator matrix of G. After a
permutation of the columns and rowreductions we may suppose that the first
k columns form the k × k identity matrix. Any linear combination of w rows
with non-zero coefficients gives a codeword of weight at least w. In particular,
if the code has minimum distance 1, then we will notice this by the fact that
one of the rows of G has weight 1. More generaly, we look at all possible linear
combinations of w rows for w = 1, 2, . . . and keep track of the codeword of
smallest weight. If we have found a codeword of weight v, then we can restrict
the possible number of rows we have to consider to v − 1. The lower bound w
for the weight of the codewords we generate is raised, and the lowest weight v
of a codeword found in the process so far is lowered. Finally v and w meet.

An improvement of this method is obtained if G is of the form (G1 · · ·Gl)
where G1, . . . , Gl are matrices such that the first k columns of Gj form the
k × k identity matrix for all j = 1, . . . , l. In this way we know that any linear
combination of w rows with non-zero coefficients gives a codeword of weight at
least lw.
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Exercise 1.3.4 Show that the maximum length of a binary code of dimension
4 and dual distance 3 is 7. What is the maximum length of a q-ary code of
dimension k and dual distance 3 ? Hint: use Exercise 1.3.3 and read the next
section on finite geometry first.

1.3.3 Finite geometry

It is possible to give the minimum distance of a code a geometric interpretation.

Suppose that the code is nondegenerate, this means that there is not a coordinate
j such that cj = 0 for all codewords c. For the determination of the minimum
distance this is not an important restriction. So every column of the generator
matrix G of a [n, k, d] code is not zero and its homogeneous coordinates can be
considered as a point in projective space of dimension k − 1 over Fq. If two
columns are dependent, then they give rise to the same point. In this way we
get a set P of n points (counted with multplicities) in PG(k − 1, q), that are
not all contained in a hyperplane. This is called a projective system.

A projective system P of n points P1, . . . , Pn in PG(k − 1, q) with Pj =
(g1j : · · · : gkj), defines the code C with generator matrix G = (gij). This code
depends on the choice of the enumeration of the points of P and on the choice
of the homogeneous coordinates of Pj .

Two projective systems P1 and P2 are called equivalent if there exists a
projective transformation σ ∈ PGL(k − 1, q) such that σ(P1) = P2.

Exercise 1.3.5 Show that we get in this way a one-to-one correspondence be-
tween isometry classes of non-degenerate [n, k, d] codes and equivalence classes
of projective systems of n points in PG(k−1, q) such that the maximal number
of points in a hyperplane (counted with multplicities) is equal to n− d.

Example 1.3.6 The 7 columns of the [7, 3, 4] Simplex code, viewed as homoge-
neous coordinates of points in PG(2, 2), give the seven points of the Fano plane.
All lines contain three points, so indeed the minimum distance is 7− 3 = 4.

Let F (X, Y, Z) ∈ Fq[X, Y, Z] be a homogenous polynomial of degree m. Let
P be the set of points (a : b : c) ∈ PG(2, q) such that F (a, b, c) = 0, then
we say that P is a projective plane curve of degree m in PG(2, q) and that
F (X, Y, Z) = 0 is its defining equation.

Exercise 1.3.7 What could be said about the minimum distance of the code
of a plane curve in PG(2, q) of degree m which has n points ? Notice that the
answer depends on whether the defining equation has a linear factor or not.
Codes from plane curves are treated more extensively in Section 1.5.

Exercise 1.3.8 The Klein quartic is the projective plane curve with defining
equation

X3Y + Y 3Z + Z3X = 0.

What are the parameters of the code associated to the Klein quartic over F8 ?
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A rational normal curve in PG(r, q) is the image of the map

ϕ : PG(1, q) −→ PG(r, q)

given by ϕ(x0 : x1) = (xr
0 : xr−1

0 x1 : · · · : x0x
r−1
1 : xr

1), or a projective transfor-
mation of this image.

Exercise 1.3.9 Show that the q+1 points of a rational normal curve in PG(r, q)
lie in general linear position, that is to say no r + 1 of these points lie in a
hyperplane. What are the parameters of its associated code ?

Exercise 1.3.10 Show that, possibly after a projective change of coordinates,
the points of a rational normal curve are zeros of the 2×2 minors of the following
matrix (

X0 X1 . . . Xr−1

X1 X2 . . . Xr

)
.

What is the vanishing ideal of a rational normal curve in PG(r, q) ?

Exercise 1.3.11 The Hexacode is the quaternary code with generator matrix

G =

 1 0 0 1 1 1
0 1 0 1 α α2

0 0 1 1 α2 α

 ,

where α ∈ F4 is a primitive element satisfying α2 + α + 1 = 0. Show that the
last 5 columns of G lie on the conic X2

0 +X1X2 = 0 over F4, which is a rational
normal curve. Use Exercise 1.3.9 to show that d ≥ 3. Show that all 5 lines in
PG(2, 4) through (1 : 0 : 0), corresponding to the first column of G, intersect
the remaining 5 points in exactly one point. Conclude that d ≥ 4. Determine
the weight distribution of the code using this geometric setting.

1.3.4 Arrangements of hyperplanes

In this section we consider the dual picture.

Let C be a nondegenerate code. The columns of the generator matrix G can be
considered as hyperplanes in Fk

q or PG(k − 1, q). Then column vT corresponds
to a hyperplane with equation

∑
viXi = 0. The multiset of hyperplanes will be

denoted by H.

Exercise 1.3.12 Show that the weight of a codeword c = xG is given by

wt(c) = n− number of hyperplanes in H through x,

where this number is counted with multiplicities.
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Clearly the number of codewords of a certain weight t equals the number of
points that are on exactly n−t of the hyperplanes inH. To find a nice expression
for this we introduce the following notations. For a subset J ⊆ {1, 2, . . . , n} we
define

C(J) = {c ∈ C | cj = 0 for all j ∈ J}
l(J) = dim C(J).

Under the above correspondence we get the following isomorphism of vector
spaces. ⋂

j∈J

Hj
∼= C(J).

Now define
βt =

∑
#J=t

(ql(J) − 1).

Exercise 1.3.13 Let d⊥ denote the minimum distance of the dual code. Then
for t < d⊥

βt =
(

n

t

)
(qk−t − 1).

Exercise 1.3.14 Recall that αs is the number of codewords of weight s. Prove
the following formula

βt =
n−t∑
s=d

(
n− s

t

)
αs.

by computing the number of elements of the set of pairs

{(J, c) | J ⊆ {1, 2, . . . , n},#J = t, c ∈ C(J), c 6= 0}

in two different ways.

Exercise 1.3.15 Show that the weight enumerator of C can be expressed in
terms of the βt as follows.

WC(X) = Xn +
n−d∑
t=0

βt(X − 1)t.

Exercise 1.3.16 Prove the following identity either by inverting the formula
of Exercise 1.3.14 or by an inclusion/exclusion argument.

αs =
n−d∑

t=n−s

(−1)n+s+t

(
t

n− s

)
βt.

Example 1.3.17 The Hamming code, see Exercise 1.2.3. The seven hyper-
planes in H are given by: X1 = 0, X2 = 0, X3 = 0, X4 = 0, X1 + X2 + X3 =
0, X1 + X2 + X4 = 0, X1 + X3 + X4 = 0. Going through all points x ∈ F4

2 and
checking on how many of the hyperplanes in H they are on, gives after applying
Proposition 1.3.15, the weight enumerator of the code.
Computing the l(J) for all J gives the following result:
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#J 0 1 2 3 4 4 5 6 7
l(J) 4 3 2 1 1 for 7 J 0 for 28 J 0 0 0

Since βi = 0 for i ≥ 5 and there are J of size 4 such that C(J) 6= {0} we see that
the minimum distance is d = 3. To find the weight distribution we compute the
βi.

β0 = 1(24 − 1) = 15
β1 = 7(23 − 1) = 49
β2 = 21(22 − 1) = 63
β3 = 35(21 − 1) = 35
β4 = 7(21 − 1) = 7
β5 = 0
β6 = 0
β7 = 0

α0 = 1
α1 = 0
α2 = 0
α3 = β4 = 7
α4 = β3 − 4β4 = 7
α5 = β2 − 3β3 + 6β4 = 0
α6 = β1 − 2β2 + 3β3 − 4β4 = 0
α7 = β0 − β1 + β2 − β3 + β4 = 1

Exercise 1.3.18 Compute the weight enumerator of the [7, 3, 4] Simplex code
and verify MacWilliam’s identity.

Exercise 1.3.19 Compute the weight enumerator of the code on the Klein
quartic of Exercise 1.3.8.

Exercise 1.3.20 Let C be an [n, k, n− k + 1] code. Show that l(J) = n−#J
for all J . Compute the weight enumerator of such a code.

Exercise 1.3.21 Prove that the number l(J) is the same for the codes C and
FqeC in Fn

qe for any extension Fqe of Fq.

Using the Exercises 1.3.14, 1.3.16 and 1.3.21 it is immediate to find the weight
distribution of a code over any extension Fqe if one knows the l(J) over the
ground field Fq for all subsets J of {1, . . . , n}. Computing the C(J) and l(J)
for a fixed J is just linear algebra. The large complexity for the computation of
the weight enumerator and the minimum distance in this way stems from the
exponential growth of the number of all possible subsets of {1, . . . , n}.

Exercise 1.3.22 Let C be the code over Fq, with q even, with generator matrix
H of Exercise 1.2.3. For which q does this code contain a word of weight 7 ?

Exercise 1.3.23 Compare the complexity of the methods ”exhaustive search”
and ”arrangements of hyperplanes” to compute the weight enumerator as a
function of q and the parameters [n, k, d] and d⊥.

1.3.5 Algebra

Let the n hyperplanes in H have equations

L1(X) = L2(X) = · · · = Ln(X) = 0,



14 CHAPTER 1. GRÖBNER BASES FOR CODES

where the Li are linear forms in the variables X1, X2, . . . , Xk as in the previous
section. Then a general codeword is of the form

c = (L1(x), L2(x), . . . , Ln(x)),

where x ∈ Fk
q . Now let It be the ideal generated by all products of t distinct

Li(X), so

It =

(
t∏

s=1

Lis(X) | 1 ≤ i1 < i2 < · · · < it ≤ n

)
.

If Φt is the ideal generated by all homogeneous forms of degree t in k variables
X1, . . . , Xk, then clearly It ⊆ Φt. We have the following.

Exercise 1.3.24 Show that

V (It, Fq) = {x ∈ Fk
q | wt(c) < t, with c = xG}.

Exercise 1.3.25 Show that

d = min{t | V (It+1, Fq) 6= {0}}.

Determining whether V (It, Fq) = {0} can be done by computing a Gröbner
basis for the ideal. Sometimes it is easy to see that It = Φt, whence one can
conclude immediately that V (It, Fq) = V (Φt, Fq) = {0}. But in general no
polynomial algorithm is known to decide this question.

The ideals It are generated by
(
n
t

)
elements and also this makes it infeasible

to work with this method when n and t are large.
Contrary to what is done in exhaustive search, here all codewords are con-

sidered at once.

Example 1.3.26 The Hamming code, see Exercise 1.2.3. For this code we have

c = (x1, x2, x3, x4, x1 + x2 + x3, x1 + x2 + x4, x1 + x3 + x4).

It is easy to see that I1 = (X1, X2, X3, X4) = Φ1 and hence d ≥ 1. Also I2 = Φ2

and I3 = Φ3 is easy to check, so d ≥ 3. To prove d = 3 it is enough to note that
I4 is contained in the ideal (X1, X2, X3), so (0, 0, 0, 1) ∈ V (I4, F2).

Example 1.3.27 For the Hexacode, see Exercise 1.3.11, it is easy to see that
I1 = Φ1 and I2 = Φ2. We skip the computation of I3 and compute a Gröbner
basis for I4. The result is:

I4 = (X4
1 , X3

1X2, X
3
1X3, X

2
1X2

2 , X2
1X2X3, X

2
1X2

3 , X1X
3
2 , X1X

2
2X3,

X1X2X
2
3 , X1X

3
3 , X4

2 , X3
2X3, X

2
2X2

3 , X2X
3
3 , X4

3 ).

We find that I4 = Φ4 and hence d ≥ 4. Since the rows of G are codewords of
weight 4, we can conclude that d = 4. For completeness, a Gröbner basis is
computed for I5:

I5 = (X4
1X2 + X1X

4
2 , X4

1X3 + X1X
4
3 , X3

1X2X3 + X1X
2
2X2

3 ,

X2
1X2

2X3 + X1X2X
3
3 , X2

1X2X
2
3 + X1X

3
2X3, X

4
2X3 + X2X

4
3 ).

Now I5 is contained in the ideal (X1, X2), so (0, 0, 1) ∈ V (I5, F4) and indeed
d = 4.
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1.4 Cyclic codes

In this section we consider a very important special class of codes: cyclic codes.
We will find a nice algebraic description of the codewords of minimal weight
in such codes and a way to decode up to half the minimum distance. It is not
claimed that this is the most efficient way of treating this problem.

A cyclic code is a code C with the following property:

if c = (c0, c1 . . . , cn−1) ∈ C, then (cn−1, c0 . . . , cn−2) ∈ C.

In the context of cyclic codes it is convenient to consider the index i of a word
as an element of Zn, the cyclic group of order n.

Consider the bijection φ between Fn
q and Fq[X]/(Xn − 1)

φ(c) = c0 + c1X + · · ·+ cn−1X
n−1.

Then ideals in the ring Fq[X]/(Xn − 1) correspond one-to-one to cyclic codes
in Fn

q . In the rest of this chapter we will not distinguish between codewords
and the corresponding polynomials under φ; we will talk about codewords c(X)
when in fact we mean the vector and vice versa.

Since Fq[X]/(Xn − 1) is a principal ideal ring, every cyclic code C is generated
by a unique monic polynomial g(X) of degree at most n − 1, the generator
polynomial g(X):

C = {c(X) | c(X) = r(X)g(X) mod (Xn − 1), r(X) ∈ Fq[X]}.

Instead of describing a cyclic code by its generator polynomial g(X), one can
describe the code by the set of zeros of g(X) in an extension of Fq.

From now on we assume that n is relatively prime with q. Let α be a
primitive n-th root of unity in an extension field Fqe . A subset J of Zn is called
a defining set of a cyclic code C if

C = {c(X) ∈ Fq[X]/(Xn − 1) | c(αj) = 0 for all j ∈ J}.

The complete defining set J(C) of C is defined as

J(C) = {j ∈ Zn | c(αj) = 0 for all c ∈ C}.

Example 1.4.1 There are exactly two irreducible polynomials of degree 3 in
F2[X]. They are factors of X7 + 1

X7 + 1 = (X + 1)(X3 + X + 1)(X3 + X2 + 1).

Let α ∈ F8 be a zero of X3 + X + 1. Then α is a primitive element of F8 and
α2 and α4 are the remaining zeros of X3 + X + 1. Consider the binary cyclic
code C of length 7 with defining set {1}. Then J(C) = {1, 2, 4} and X3 +X +1
is the generator polynomial of C. The code C is equivalent with the Hamming
code.
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Exercise 1.4.2 BCH bound. Show that a cyclic code has at least minimum
distance d if J(C) contains d− 1 subsequent elements.

Exercise 1.4.3 The cyclotomic coset of j ∈ Zn is the set {qij | i ∈ N0}. Show
that a complete defining set is the union of cyclotomic cosets.

Exercise 1.4.4 Let C be a cyclic code of length 7 over Fq. Show that {1, 2, 4}
is a complete defining set if q is even.

Exercise 1.4.5 Show that a binary cyclic code of length 11 has minimum dis-
tance 1, 2 or 11.

Exercise 1.4.6 Show that the cyclotomic coset of {1} in Z23 contains 4 subse-
quent elements for q = 2.

1.4.1 The Mattson-Solomon polynomial

Let a(X) be a word in Fn
q . Let α ∈ Fqe be a primitive n-th root of unity. Then

the Mattson-Solomon (MS) polynomial of a(X) is defined as

A(Z) =
n∑

i=1

AiZ
n−i, Ai = a(αi) ∈ Fqe .

Here too we adopt the convention that the index i is an element of Zn, so
An+i = Ai.

The MS polynomial A(Z) is the discrete Fourier transform of the word a(X).
Notice that An ∈ Fq.

Proposition 1.4.7
1. The inverse is given by aj = 1

nA(αj).
2. A(z) is the MS polynomial of a word a(X) if and only if Ajq = Aq

j for all
j ∈ Zn.
3. A(z) is the MS polynomial of a codeword a(X) of the cyclic code C if and
only if Aj = 0 for all j ∈ J(C) and Ajq = Aq

j for all j = 1, . . . , n.

Exercise 1.4.8 Let β ∈ Fqe be a zero of Xn − 1. Show that

n∑
i=1

βi =
{

n if β = 1
0 if β 6= 1.

Expand A(αi) using the definitions and use the above fact to prove Proposition
1.4.7(1). Prove the remaining assertions of Proposition 1.4.7.

Let a(X) be a word of weight w. Then the locators x1, x2, . . . , xw of a(X) are
defined as

{x1, x2, . . . , xw} = {αi | ai 6= 0}.
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Let yj = ai if xj = αi. Then

Ai = a(αi) =
w∑

j=1

yjx
i
j .

Consider the product

σ(Z) =
w∏

j=1

(1− xjZ).

Then σ(Z) has as zeros the reciprocals of the locators, and is sometimes called
the locator polynomial. In this chapter and the following on decoding this name
is reserved for the polynomial that has the locators as zeros.

Let σ(Z) =
∑w

i=0 σiZ
i. Then σi is the ith elementary symmetric function

in these locators:

σt = (−1)t
∑

1≤j1<j2<···<jt≤w

xj1xj2 · · ·xjt
.

The following property of the MS polynomial is called the generalized Newton
identity and gives the reason for these definitions.

Proposition 1.4.9 For all i it holds that

Ai+w + σ1Ai+w−1 + · · ·+ σwAi = 0.

Exercise 1.4.10 Substitute Z = 1/xj in the equation

1 + σ1Z + · · ·+ σwZw =
w∏

j=1

(1− xjZ)

and multiply by yjx
i+w
j . This gives

yjx
i+w
j + σ1yjx

i+w−1
j + · · ·+ σwyjx

i
j = 0.

Check that summing on j = 1, . . . , w yields the desired result of Proposition
1.4.9.

Example 1.4.11 Let C be the cyclic code of length 5 over F16 with defining
set {1, 2}. Then this defining set is complete. The polynomial

X4 + X3 + X2 + X + 1

is irreducible over F2. Let β be a zero of this polynomial in F16. Then the order
of β is 5. The generator polynomial of C is

(X + β)(X + β2) = X2 + (β + β2)X + β3.

So (β3, β + β2, 1, 0, 0) ∈ C and

(β + β2 + β3, 1 + β, 0, 1, 0) = (β + β2)(β3, β + β2, 1, 0, 0) + (0, β3, β + β2, 1, 0)
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is an element of C. These codewords together with their cyclic shifts and their
nonzero scalar multiples give (5 + 5) ∗ 15 = 150 words of weight 3.

Using Propositions 1.4.7 and 1.4.9 it will be shown that these are the only
codewords of weight 3. Consider the set of equations:

A4 + σ1A3 + σ2A2 + σ3A1 = 0
A5 + σ1A4 + σ2A3 + σ3A2 = 0
A1 + σ1A5 + σ2A4 + σ3A3 = 0
A2 + σ1A1 + σ2A5 + σ3A4 = 0
A3 + σ1A2 + σ2A1 + σ3A5 = 0

If A1, A2, A3, A4 and A5 are the coefficients of the MS polynomial of a codeword,
then A1 = A2 = 0. If A3 = 0, then Ai = 0 for all i. So we may assume that
A3 6= 0. The above equations imply A4 = σ1A3, A5 = (σ2

1 + σ2)A3 and σ3
1 + σ3 = 0

σ2
1σ2 + σ2

2 + σ1σ3 = 0
σ2

1σ3 + σ2σ3 + 1 = 0.

Subsitition of σ3 = σ3
1 in the remaining equations yields{

σ4
1 + σ2

1σ2 + σ2
2 = 0

σ5
1 + σ3

1σ2 + 1 = 0.

Multiplying the first equation with σ1 and adding to the second one gives

1 + σ1σ
2
2 = 0.

Thus σ1 = σ−2
2 and

σ10
2 + σ5

2 + 1 = 0.

This last equation has 10 solutions in F16, and we are free to choose A3 from
F∗16. This gives in total 150 solutions.

Exercise 1.4.12 Let C be the code of the previous example. Compute the
number of codewords of weight 3 with the help of Exercise 1.3.20.

Exercise 1.4.13 Let C be a cyclic code of length 7 over Fq with defining set
{1, 2, 4}. Show that d(C) > 3 if q is odd.

1.4.2 Codewords of minimal weight

The following way to get all minimal codewords of cyclic codes uses the theory
of Gröbner bases.

Let C be a cyclic code of length n over Fq with defining set J(C). Let Fqe be an
extension of Fq that contains an n-th root of unity. Let SC(w) be the following
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system of equations:

Aw+1 + σ1Aw + · · · + σwA1 = 0
Aw+2 + σ1Aw+1 + · · · + σwA2 = 0

...
...

...
Aw+n + σ1Aw+n−1 + · · · + σwAn = 0

for all j ∈ J(C) Aj = 0
for all j ∈ Zn Aqj = Aq

j .

In this system both the Ai and the σi are indeterminates.
From the properties of the MS polynomial stated in Propositions 1.4.7 and

1.4.9 we see that codewords of weight at most w give solutions of the system
SC(w), and that conversely any solution to the system comes from a codeword
of weight at most w. The exact relation is as follows.

Theorem 1.4.14 The solutions (A0, A1, . . . , An−1) to SC(w) over Fqe are the
coefficients of the MS polynomials of codewords of weight at most w.

Corollary 1.4.15 The minimum distance d is equal to the smallest value of w
such that SC(w) has a non-zero solution over Fqe . Each solution (A0, A1, . . . , An−1)
to SC(d) over Fqe corresponds one-to-one to a codeword of minimal weight.

We conclude that the codewords of minimal weight in a cyclic code can be deter-
mined by solving a system of equations in the polynomial ring Fq[A0, A1, . . . , An−1, σ0, σ1, . . . , σd].
Solving the system can be done by computing a Gröbner basis for the ideal de-
fined by SC(d). This method will be applied to the ternary Golay code in a
project in this book.

Exercise 1.4.16 Let C be a cyclic code of length 7 over Fq, q even, with
defining set {1, 2, 4}. Show that the number of codewords of weight 3 is equal
to 7(q − 1).

1.5 Codes from varieties

Consider a geometric object X with a subset P consisting of n distinct points
which are listed by P1, . . . , Pn. Suppose that we have a vector space L over Fq

of functions on X with values in Fq. Thus f(Pi) ∈ Fq for all i and f ∈ L. In
this way one has an evaluation map

evP : L −→ Fn
q

which is defined by evP(f) = (f(P1), . . . , f(Pn)). If this evaluation map is
linear, then its image is a linear code.

In the following, X is a subset of an affine variety, that is the common set
of zeros in affine space of some given set of polynomials. The points P1, . . . , Pn

are called rational when they have coordinates in Fq. The functions will be
polynomial functions.
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Extending a reduction order on the set of monomials to a function on all
polynomials gives an example of an order function. A special kind of order
function is a weight function. The theory of Gröbner bases is used to show the
existence of certain weight functions.

These order functions will be used to define codes and to derive a bound for
the minimum distance for these codes which is similar to the BCH bound for
cyclic codes.

1.5.1 Order and weight functions

Let F be a field. In this chapter an F-algebra is a commutative ring with a unit
that contains F as a unitary subring. Let R be an F-algebra. An order function
on R is a map

ρ : R −→ N0 ∪ {−∞},
that satisfies the following conditions:

(O.0) ρ(f) = −∞ if and only if f = 0
(O.1) ρ(λf) = ρ(f) for all nonzero λ ∈ F
(O.2) ρ(f + g) ≤ max{ρ(f), ρ(g)}

and equality holds when ρ(f) < ρ(g)
(O.3) If ρ(f) < ρ(g) and h 6= 0, then ρ(fh) < ρ(gh)
(O.4) If ρ(f) = ρ(g), then there exists a nonzero λ ∈ F such that

ρ(f − λg) < ρ(g).

for all f, g, h ∈ R. Here −∞ < n for all n ∈ N0.

Example 1.5.1 Let R = F[X1, . . . , Xm]. Let ≺ be a reduction order on the
monomials in X1, . . . , Xm which is isomorphic to the ordinary order on N. The
lexicographical total degree order is isomorphic with (N, <), but the lexicograph-
ical order is not if m > 1. Let the sequence (Fi|i ∈ N) be an enumeration of the
monomials in increasing order, so Fi ≺ Fi+1 for all i. They form a basis of R
over F. So every nonzero polynomial F has a unique representation

F =
∑
i≤j

λiFi,

where λi ∈ F and λj 6= 0. Define ρ(F ) = j − 1. Then ρ is an order function on
R.

Exercise 1.5.2 Let R be an F-algebra. Show that there exists a sequence
(fi|i ∈ N) which is a basis of R over F such that ρ(fi) < ρ(fi+1).

Let L(l) be the vector space with basis f1, . . . , fl. Let l(i, j) be the smallest l
such that fifj ∈ L(l). Prove that l(i, j) is strictly increasing in both arguments.
Such a sequence is called well-behaving.

Let R be an F-algebra. A weight function on R is an order function on R that
satisfies furthermore

(O.5) ρ(fg) = ρ(f) + ρ(g)
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for all f, g ∈ R. Here −∞+ n = −∞ for all n ∈ N0.
If ρ is a weight function and ρ(f) is divisible by an integer d > 1 for all

f ∈ R, then ρ(f)/d is again a weight function. Thus we may assume that the
greatest common divisor of the integers ρ(f) with 0 6= f ∈ R is 1.

A degree function on R is a map that satisfies conditions (O.0), (O.1), (O.2)
and (O.5). It is clear that condition (O.3) is a consequence of (O.5).

Example 1.5.3 The standard example of an F-algebra R with a degree func-
tion ρ is obtained by taking R = F[X1, . . . , Xm] and ρ(F ) = deg(F ), the degree
of F ∈ R. It is a weight function if and only if m = 1.

Let w = (w1, . . . , wm) be an m-tuple of positive integers called weights. The
weighted degree of α ∈ Nm

0 and the corresponding monomial Xα is defined as

wdeg(Xα) = wdeg(α) =
∑

αlwl,

and of a nonzero polynomial F =
∑

λαXα as

wdeg(F ) = max{ wdeg(Xα) | λα 6= 0 }.

The lexicographical total weighted degree order ≺w on Nm
0 is defined as

α ≺w β if and only if either wdeg(α) < wdeg(β) or wdeg(α) = wdeg(β) and
α ≺L β, and similarly for the monomials.

Exercise 1.5.4 Show that wdeg is a degree function on F[X1, . . . , Xm] and that
≺w is a reduction order that is isomorphic with (N, <).

Exercise 1.5.5 Let R be an F-algebra with a weight function. Show that the
set of elements of weight zero is equal to F∗.

Example 1.5.6 Consider the F-algebra

R = F[X, Y ]/(X5 − Y 4 − Y ).

Assume that R has a weight function ρ. Let x and y be the cosets in R of X
and Y , respectively. Then x5 = y4 + y. Now y 6∈ F, so ρ(y) > 0 by Exercise
1.5.5, and ρ(y4) = 4ρ(y) > ρ(y) by (O.5). Thus ρ(y4 + y) = ρ(y4) by (O.2).
Therefore

5ρ(x) = ρ(x5) = ρ(y4 + y) = 4ρ(y)

Thus the only possible solution is ρ(x) = 4 and ρ(y) = 5.

Exercise 1.5.7 Let R = F[X, Y ]/(X3Y +Y 3+X). Show by the same reasoning
as in the example above that ρ(x) = 2 and ρ(y) = 3 if there exists a weight
function ρ on R. Prove that there exists no weight function on R.

Let M be the set of monomials in X1, . . . , Xm. The footprint or ∆-set of a
finite set B of polynomials is defined by

∆(B) = M\ {lm(BM)|B ∈ B, B 6= 0,M ∈M}.

If B is a Gröbner basis for the ideal I in R, then the cosets modulo I of the
elements of the footprint ∆(B) form a basis of R/I.
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Exercise 1.5.8 Let ≺w be the lexicographical total weighted degree order on
the monomials in X and Y with weights 4 and 5 for X and Y , respectively.
Show that

{XiY j |i, j ∈ N0, j < 4}
is the footprint of X5 + Y 4 + Y with respect to the reduction order ≺w.

Prove that the degree function wdeg is injective on this footprint. Let (Fl|l ∈
N) be an enumeration of this footprint such that wdeg(Fl) < wdeg(Fl+1) for
all l. Let R = F[X, Y ]/(X5 + Y 4 + Y ). Let fi be the coset of Fi in R. Thus
(fl|l ∈ N) is a basis of R over F. Define ρl = 4i + 5j if fl = xiyj .

Let L(l) be the vector space with f1, . . . , fl as basis. Let l(i, j) be the smallest
l such that fifj ∈ L(l). Prove that ρl = ρi + ρj if l = l(i, j).

Show that there exists a weight function on R as a conclusion of the above
results or as a special case of the following.

Theorem 1.5.9 Let I be an ideal in F[X1, . . . , Xm] with Gröbner basis B with
respect to ≺w. Suppose that the elements of the footprint of I have mutually
distinct weighted degrees and that every element of B has two monomials of
highest weighted degree in its support. Then there exists a weight function ρ on
R = F[X1, . . . , Xm]/I with the property that ρ(f) = wdeg(F ), where f is the
coset of F modulo I, for all polynomials F .

Exercise 1.5.10 Let R = F[X, Y ]/(Xa + Y b + G(X, Y )), where gcd(a, b) = 1
and deg(G) < b < a. Show that R has a weight function ρ such that ρ(x) = b
and ρ(y) = a.

Exercise 1.5.11 Let ρ be a weight function. Let Γ = {ρ(f)|f ∈ R, f 6= 0}.
We may assume that the greatest common divisor of Γ is 1. Then Γ is called
the set of non-gaps, and the complement of Γ in N0 is the set of gaps. Show
that the number of gaps of the weight function of Example 1.5.10 is equal to
(a− 1)(b− 1)/2.

1.5.2 A bound on the minimum distance

We denote the coordinatewise multiplication on Fn
q by ∗. Thus a∗b = (a1b1, . . . , anbn)

for a = (a1, . . . , an) and b = (b1, . . . , bn). The vector space Fn
q becomes an Fq-

algebra with the multiplication ∗.

Let R be an affine Fq-algebra. That is to say R = Fq[X1, . . . , Xm]/I, where I
is an ideal of Fq[X1, . . . , Xm]. Let P = {P1, . . . , Pn} consist of n distinct points
of the zero set of I in Fm

q . Consider the evaluation map

evP : R −→ Fn
q ,

defined as evP(f) = (f(P1), . . . , f(Pn)).

Exercise 1.5.12 Show that evP is well defined and a morphism of Fq-algebras,
that means that this map is Fq-linear and evP(fg) = evP(f) ∗ evP(g) for all
f, g ∈ R. Prove that the evaluation map is surjective.



1.5. CODES FROM VARIETIES 23

Assume that R has an order function ρ. Then there exists a well-behaving
sequence (fi | i ∈ N) of R over Fq by Exercise 1.5.2. So ρ(fi) < ρ(fi+1) for all
i. Let hi = evP(fi). Define

C(l) = {c ∈ Fn
q |c · hj = 0 for all j ≤ l}.

The map evP is surjective, so there exists an N such that C(l) = 0 for all l ≥ N .

Let y ∈ Fn
q . Consider

sij(y) = y · (hi ∗ hj).

Then S(y) = (sij(y)|1 ≤ i, j ≤ N) is the matrix of syndromes of y.

Exercise 1.5.13 Prove that

S(y) = HDHT ,

where D is the n×n diagonal matrix with y on the diagonal and H is the N×n
matrix with rows h1, . . . ,hN . Use this fact to show that

rank S(y) = wt(y).

Let L(l) be the vector space with basis f1, . . . , fl. Let l(i, j) be the smallest l
such that fifj ∈ L(l). Define

N(l) = {(i, j) | l(i, j) = l + 1}.

Let ν(l) be the number of elements of N(l).

Exercise 1.5.14 Show that i1 < · · · < it ≤ r and jt < · · · < j1 ≤ r, if
(i1, j1), . . . , (it, jt) is an enumeration of the elements of N(l) in increasing order
with respect to the lexicographical order.

Exercise 1.5.15 Suppose that y ∈ C(l) \ C(l + 1). Prove that

siujv
(y) =

{
0 if u + v ≤ t
not zero if u + v = t + 1.

Use this fact together with Exercises 1.5.13 and 1.5.14 to prove that

wt(y) ≥ ν(l).

Define
dORD(l) = min{ν(l′)|l′ ≤ l}

dORD,P(l) = min{ν(l′)|l′ ≥ l, C(l′) 6= C(l′ + 1)}.

As a consequence of the definitions and Exercise 1.5.15 we get the following
theorem.
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Theorem 1.5.16 The numbers dORD,P(l) and dORD(l) are lower bounds for
the minimum distance of C(l):

d(C(l)) ≥ dORD,P(l) ≥ dORD(l).

Exercise 1.5.17 Reed-Solomon codes. Let R = Fq[X]. Let ρ be the order
function defined as ρ(f) = deg(f). Let α be a primitive element of Fq. Let
n = q − 1 and P = {α0, . . . , αn−1}.

Prove that (Xi−1|i ∈ N) is a well-behaving sequence and l(i, j) = i + j − 1.
Show that C(l) is a cyclic code with defining set {0, 1, . . . , l−1} and dORD(l) =

l + 1. Thus the BCH bound is obtained.

Exercise 1.5.18 Let ρ be a weight function and (fi|i ∈ N) a well-behaving
sequence. Let ρi = ρ(fi). Show that N(l) = {(i, j)|ρi + ρj = ρl+1}.

Exercise 1.5.19 This is a continuation of Exercise 1.5.8 with F = F16. Prove
that dORD(l) = ν(l) = l−5 for all l ≥ 17 and verify the numbers in the following
table.

l 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ρl 0 4 5 8 9 10 12 13 14 15 16 17 18 19 20 21
ν(l) 2 2 3 4 3 4 6 6 4 5 8 9 8 9 10 12
dORD(l) 2 2 3 3 3 4 4 4 4 5 8 8 8 9 10 12

Show that there are exactly 64 zeros of the ideal X5 + Y 4 + Y with coordinates
in F16. Denote this zero set by P. Determine dORD,P(l) for all l.

Exercise 1.5.20 Suppose that ρ is a weight function. Let γ be the number of
gaps. Show that dORD(l) ≥ l + 1− γ.

Exercise 1.5.21 Reed-Muller codes. Let R = Fq[X1, . . . , Xm] and let ρ be
the order function associated to the lexicographical total degree order on the
monomials of R. Let n = qm. Let P = {P1, . . . , Pn} be an enumeration of the
qm points of Fm

q .
Show that ν(l) =

∏
(εi + 1) and dORD(l) = (

∑
εi) + 1 when fl+1 =

∏
Xεi

i .
Now suppose that fl+1 = Xr+1

m . Then {fi|i ≤ l} is the set of monomials
of degree at most r. The corresponding words {hi|i ≤ l} generate RMq(r, m),
the Reed-Muller code over Fq of order r in m variables. So C(l) is the dual of
RMq(r, m)which is in fact equal to RMq((q − 1)m− r − 1, r).

Write r + 1 = ρ(q − 1) + µ with ρ, µ ∈ N0 such that µ < q − 1. Prove that
d(C(l)) = dORD,P(l) = (µ + 1)qρ.

1.6 Notes

We use [9, 14, 15] as a reference for the theory of Gröbner bases, and [33, 34]
for the theory of error-correcting codes. The computer algebra packages Axiom
[29], GAP [20] and Macaulay [38] are used for the computations.
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The weightenumerator and MacWilliams identity is treated in [33, 34].
See [16] and the project on Golay codes in this book for more about auto-

morphism groups of codes and its connection with designs.
For an algorithm to compute the automorphism group of a code we refer to

[32].

For questions concerning complexity issues in coding theory we refer to [7]. The
recent proof of the NP completeness of finding the minimum distance of a linear
code is in [41]. This answers a problem posed in [11]. For cyclic codes there is
an algorithm [8] to compute the weight enumerator that is much faster than the
methods presented here.

See [13] for the tables of optimal q-ary codes for q = 2, 3 and 4. There is
an online connection to the latest state of the table [12] which can also be used
to propose a new worldrecord. The algorithm of Brouwer is incorporated in the
coding theory package GUAVA [6, 37].

For finite geometry and projective system we refer to [27, 40].
The treatment of the weight enumerator in Section 1.3.4 is from [30, 40] and

this way of computing the weight distribution has been implemented by [10].

The treatment of the Mattson-Solomon polynomial can be found in [33, 34].
The proof of Proposition 1.4.7 is from [33, Chap 6] or [34, Chap 8 §6]. The
proof of Proposition 1.4.9 is from [34, Chap 8 §6 Theorem 24]. The relation
with the ordinary Newton identies is explained in [34, Chap 8 §6 (52)].

The method in Section 1.4.2 to get the minimal codewords of cyclic codes
is from [1, 2, 3, 4, 5]. This can be generalized to all linear codes as will be
explained in the next chapter.

Goppa [21, 22, 23, 24, 25] used algebraic curves to construct codes. These codes
are called nowadays geometric Goppa codes or algebraic geometry codes, and
give asymptotically good codes, even better than the Gilbert-Varshamov bound
[40]. The mathematics is quite deep and abstract. For the construction and the
parameters of these codes one needs the theory of algebraic curves or algebraic
function fields of one variable [39], in particular the Theorem of Riemann-Roch.
The asymptotically good codes require the knowledge of modular curves. Sev-
eral authors [17, 18, 19, 28, 31] have proposed a more elementary approach to
algebraic geometry codes and this new method has much to do with Gröbner
bases [36].

The notion of order order and weight functions and its relation with coding
theory is developped in [26, 36].

Section 1.5 is from [28, 31, 36]. Theorem 1.5.9 is from [36]. The values of a
order function form a semigroup in case of a weight function. The order bound
is called the Feng-Rao bound and is computed in terms of the properties of the
semigroup [31]. The way Reed-Muller codes are treated in Exercise 1.5.21 is
from [26, 35].

A classical treatment of algebraic geometry codes is given in [39, 40].



26 CHAPTER 1. GRÖBNER BASES FOR CODES



Bibliography

[1] D. Augot, ”Description of minimum weight codewords of cyclic codes by
algebraic systems,” Un. de Sherbrooke, preprint Aug. 1994.

[2] D. Augot, ”Algebraic characterization of minimum codewords of cyclic
codes,” Proc. IEEE ISIT’94, Trondheim, Norway, June 1994.

[3] D. Augot, ”Newton’s identities for minimum codewords of a family of
alternant codes,” preprint 1995.

[4] D. Augot, P. Charpin and N. Sendrier, ”Weights of some binary cyclic
codewords throughout Newton’s identities,” Eurocode ’90, Springer-
Verlag, Berlin 1990.

[5] D. Augot, P. Charpin and N. Sendrier, ”Studying the locator polynomial
of minimum weight codewords of BCH codes,” IEEE Trans. Inform. The-
ory, vol. -38, pp. 960-973, 1992.

[6] R. Baart, J. Cramwinckel and E. Roijackers, ”GUAVA, a coding theory
package,” Delft Un. Techn., June 1994.

[7] A. Barg, ”Complexity issues in coding theory,” to appear in Handbook
of Coding Theory, (V.S. Pless, W.C. Huffman and R.A. Brualdi eds.),
Elsevier.

[8] A. Barg and I. Dumer, ”on computing the weight spectrum of cyclic
codes,” IEEE Trans. Inform. Theory, vol. 38, pp. 1382-1386, 1992.

[9] T. Becker and V. Weispfenning, Gröbner basis; a computational approach
to commutative algebra, Springer, Berlin 1993.

[10] M. Beckker and J. Cramwinckel, ”Implementation of an algorithm for the
weight distribution of block codes,” Modelleringcolloquium, Eindhoven
Un. Techn., Sept. 1995.

[11] E.R. Berlekamp, R.J. McEliece and H.C.A. van Tilborg, ”On the inherent
intractibility of certain coding problems,” IEEE Trans. Inform. Theory,
vol. -24, pp. 384-386, 1978.

[12] A.E. Brouwer, http://www.win.tue.nl/win/math.dw.voorlincod.html

27



28 BIBLIOGRAPHY

[13] A.E. Brouwer and T. Verhoeff, ”An updated table of minimum-distance
bounds for binary linear codes,” IEEE Trans. Inform. Theory, vol. -39,
pp. 662-677, Mar. 1993.
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Chapter 2

Gröbner bases for decoding

2.1 Introduction

From the previous chapter one might get the impression that the theory of error-
correcting codes is equivalent to the theory of finite geometry or arrangements
over finite fields. This is not true from a practical point of view. A code is
useless without a decoding algorithm. For engineers the total performance of
the encoding and decoding scheme is important.

An introduction to the decoding problem is given in Section 2.2. In Section
2.3 we first restrict ourselves to cyclic codes where the system of syndrome
equations can be explicitely solved using Gröbner basis techniques and later, in
Section 2.5, to arbitrary linear codes. Although this method decodes up to half
the true minimum distance, the complexity is not polynomial, because there is
no polynomial algorithm known to compute Gröbner bases. The algorithms of
Euclid, Sugiyama and Berlekamp-Massey give an efficient way to decode cyclic
codes is by solving the key equation.

All references and suggestions for further reading will again be given in the
notes of Section 2.6.

2.2 Decoding

Let C be a linear code. Decoding is the inverse operation of encoding. A decoder
is a map

D : Fn
q −→ C ∪ {?},

such that D(c) = c for all c ∈ C. Let y be a received word. Then D(y) is a
codeword or equal to ?, in case of a decoding failure

Decoding by error detection does the following. Let H be a parity check
matrix of C. The output of the decoder is y if yHT = 0, and ? otherwise.

31
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If the received word y is again a codeword, but not equal to the one sent,
then the decoder gives y as output and we have a miscorrection also called a
decoding error.
Let C ⊆ Fn

q be the code with minimum distance d that is used to transmit
information over a noisy channel. If the codeword c is transmitted at one side
of the channel and y is received at the other end, then we say that the error
e = y − c has occurred:

y = c + e.

A decoder D is called a minimum distance decoder if D(y) is a codeword that
is nearest to y with respect to the Hamming metric for all y.

Minimum distance decoding is similar to finding a codeword of minimal
weight. If y is a received word, then one has to find a word in the coset y + C
of minimal weight. Such a word is called a coset leader. Having a list of all
coset leaders requires a memory of qn−k of such elements and is only efficient
for codes of small redundancy.

If the Hamming weight of the error-vector is at most b(d − 1)/2c, then c is
the unique codeword which has the smallest distance to y, so the error can be
corrected. The value t = b(d− 1)/2c is called the error-correcting capability or
capacity of the code.

Let H be a parity check matrix for C, so cHT = 0 for all c ∈ C. After receiving
y one computes the vector of syndromes

s = yHT .

Since y = c + e we have that s = yHT = cHT + eHT = eHT and the problem
becomes: given s, find a vector e of lowest Hamming weight such that eHT = s.

A decoder D is called a bounded distance decoder which corrects t errors if D(y)
is a codeword that is nearest to y for all y such that d(y, C) ≤ t. We say that
D decodes up to half the minimum distance if it corrects b(d− 1)/2c errors.

Proposition 2.2.1 Let C be a linear code in Fn
q with parity check matrix H.

Suppose we have a received word y with error vector e and we know a set J with
at most d(C) − 1 elements and that contains the set of error positions. Then
the error-vector e is the unique solution for x of the following linear equations:

xHT = yHT and xj = 0 for j 6∈ J.

Exercise 2.2.2 Prove Proposition 2.2.1 and deduce that the syndrome of a
received word with at most b(d− 1)/2c errors is unique.

Proposition 2.2.1 shows that error decoding can be reduced to the problem of
finding the error positions. If we want to decode all received words with t errors,
then there are

(
n
t

)
possible t-sets of error positions one has to consider. This

number grows exponentially with n if t/n tends to a non-zero real number. The



2.3. DECODING CYCLIC CODES WITH GRÖBNER BASES 33

decoding problem is hard. Only for special families of codes this problem has
an efficient solution with practical applications. We will consider only bounded
distance decoders.

Exercise 2.2.3 Assume that the channel is a q-ary symmetric channel. This
means that the probability that the symbol x ∈ Fq is changed in the symbol
y ∈ Fq is the same for all x, y ∈ Fq and x 6= y, and does not depend on the
position. The probability that a fixed symbol is changed in another symbol,
distinct from the original one, is called the crossover probability and is denoted
by P . Prove that the probability that an error vector e is equal to the word c
of weight t is given by

Prob{e = c} =
(

P

q − 1

)t

(1− P )n−t.

Show that the undetected error probability is given by

WC

(
1− P,

P

q − 1

)
− (1− P )n,

where WC(X, Y ) is the homogeneous weightenumerator of C.

2.3 Decoding cyclic codes with Gröbner bases

Let C be an [n, k, d] cyclic code with generator polynomial g(X) and defining
set J = {j1, . . . , jr}. Let Fqe an extension of Fq that contains all the zeros of
g(X). Let α ∈ Fqe be a primitive n-th root of unity. Then a parity check matrix
of C is

H =


1 αj1 α2j1 · · · α(n−1)j1

1 αj2 α2j2 · · · α(n−1)j2

1 αj3 α2j3 · · · α(n−1)j3

...
...

...
...

...
1 αjr α2jr · · · α(n−1)jr

 .

Now let e = e(X) be an error vector of a received word y = y(X). Then
s = yHT = eHT and

si = y(αji) = e(αji)

is the ith component of s for i = 1, . . . , r. It is more convenient to consider the
extension Ĥ of the matrix H, where Ĥ is the n× n matrix with ith row

(1 αi α2i · · · α(n−1)i)

for i = 1, . . . , n. Define ŝ = eĤT . The jth component of ŝ is

ŝj = e(αj) =
n−1∑
i=0

αij
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for j = 1, . . . , n. If j ∈ J(C), then ŝj = e(αj) = y(αj), so these syndromes are
known.

From now on ŝj will be denoted by sj . Notice that the old si is now denoted
by sji

.

Let e = e(X) be an error vector with error positions i1, i2, . . . , it and error
values ei1 , ei2 , . . . , eit . Then the known syndromes will be

sj =
t∑

m=1

eim(αim)j , j ∈ J(C).

Consider the following system of equations over Fqe [X1, . . . , Xv, Y1, . . . , Yv]:

S(s, v) =


∑v

m=1 YmXj
m = sj for j ∈ J

Y q
m = Ym for m = 1, . . . , v

Xn
m = 1 for m = 1, . . . , v.

Conclude that Xm = αim and Ym = eim
for m = 1, . . . , t is a solution of S(s, t).

Exercise 2.3.1 Show that the equation
∑v

m=1 YmXjq
m = sjq is a consequence

of S(s, v) for all j ∈ J .

Example 2.3.2 Let J = {1, 2}. If C is a cyclic code with defining set J , then
its minimum distance is at least 3 by the BCH bound. So one can correct at
least 1 error. The equations {

Y1X1 = s1

Y1X
2
1 = s2

imply that the error position is x1 = s2/s1 if there is exactly one error. If
moreover q = 2, then s2 = s2

1, so x1 = s1.

We have the following.

Proposition 2.3.3 Suppose that t errors occurred and t ≤ (d− 1)/2. Then the
system S(s, v) over Fqe has no solution when v < t, and a unique solution up to
permutations, corresponding to the error vector of lowest weight that satisfies the
syndrome equations when v = t. The Xi of the solution are the error-locators
and the Yi the corresponding error values. If v > t, then for every j the system
has a solution with X1 = αj.

Exercise 2.3.4 Prove Proposition 2.3.3 using Proposition 2.2.1.

The system S(s, v) defines an ideal in the ring Fqe [X1, . . . , Xv, Y1, . . . , Yv]. By
abuse of notation we denote this ideal also by S(s, v). The zero set of this ideal
gives the error vector that occurred during the transmission. Gröbner basis
techniques can be used to find the solutions of the equations.

Let ≺L be the lexicographic order with Z1 ≺L Z2 ≺L · · · ≺L Zw. Then ≺L is
an elimination order, that is to say it satisfies the following property.
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Proposition 2.3.5 Let I be an ideal in F[Z1, Z2, . . . , Zw]. Let G be a Gröbner
basis of I with respect ≺L. Then G ∩ F[Z1, Z2, . . . , Zi] is a Gröbner basis of
I ∩ F[Z1, Z2, . . . , Zi].

Let I be an ideal in F[Z1, Z2, . . . , Zw] with finitely many zeros over F̄ which
are all defined over F. Let V be the zero set in Fw of the ideal I. Then the
zero set of I ∩ F[Z1, Z2, . . . , Zi] is equal to the projection of V on the first i
coordinates. This fact and Proposition 2.3.5 have a direct application to our
problem of finding the solutions to system S(s, v). Indeed, if (x1, . . . , xv) is the
X-part of a solution to S(s, v), then also any permutation of the xi will be a
solution (apply the same permutation to the Y -part of the solution). Hence
every error-locator will appear as the first coordinate of a solution to S(s, v).
Thus we have sketched the proof of the following.

Proposition 2.3.6 Suppose that t errors occurred and t ≤ (d−1)/2. Let g(X1)
be the monic generator of the ideal S(s, t) ∩ Fqe [X1]. Then the zeros of g are
the error-locators.

Before giving the final algorithm for the decoding, we must worry about one
more thing: we assumed we knew how many errors occurred (the v occurring in
system S(s, v)). Now note that the work required to solve the system S(s, v) for
large v is much more than for small v, and remark that in general words with
many errors occur less often than words with few or no errors. The following
theorem leads the way to an algorithm that implements this idea.

Theorem 2.3.7 Suppose t errors occurred and t ≤ (d−1)/2. Denote the monic
error-locator polynomial by l(X1), that is to say l(x) = 0 if and only if x is an
error-locator. Let g(X1) be the monic generator of the ideal S(s, v) ∩ Fqe [X1],
with S(s, v) the ideal in Fqe [X1, . . . , Xv, Y1, . . . , Yv]. Then

g(X1) =

 1 if v < t
l(X1) if v = t
Xn

1 − 1 if v > t

Exercise 2.3.8 Show that in Proposition 2.3.3 and Theorem 2.3.7 it is allowed
to replace the assumption ”t ≤ (d−1)/2” by the weaker statement ”the received
word has a unique closest codeword”.

Exercise 2.3.9 Let S ′(s, v) be the system of equations which is obtained by
replacing the equation Y q

m = Ym in S(s, v) by Y q−1
m = 1 for all m = 1, . . . , v. So

the variables Ym disappear if q = 2. How should Proposition 2.3.3 and Theorem
2.3.7 be restated for S ′(s, v) ?

We are now ready to state the algorithm to decode cyclic codes.

Algorithm 2.3.10
input(y);
s := yHT ;
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if sj = 0 for all j ∈ J
then output(y); stop; {no errors occurred}
else v := 1;

G := {1};
while 1 ∈ G do
S := {

∑v
m=1 YmXj

m − sj , j ∈ J} ∪ {Y q
m − Ym, Xn

m − 1, m = 1, . . . , v};
G := Gröbner(S);
v := v + 1;

od;
{1 6∈ G so there are solutions}
g(X1) := the unique element of G ∩ Fqe [X1]};
if deg(g(X1)) > v
then output(?); stop { too many errors }
else error-locators := {zeros of g(Z1)}

find error vector e by solving the linear equations
as in Proposition 2.2.1
output(y − e)

We will treat an example in the project on the Golay codes.

2.3.1 One-step decoding of cyclic codes

In the system of equations S(s, v) the syndromes sj are considered to be known
constants. In this section we treat the syndromes as variables and consider the
corresponding system of equations

S(v) =


∑v

m=1 YmXj
m = Sj for j ∈ J

Y q
m = Ym for m = 1, . . . , v

Xn
m = 1 for m = 1, . . . , v.

to define an ideal in the ring

Fqe [X1, . . . , Xv, Y1, . . . , Yv, Sj , j ∈ J ].

This of course has the advantage that we have to solve these equations only once,
and that this can be done before we start to use the code. This is called the
preprocessing of the decoding algorithm. In the actual running of the algorithm
the values of the syndromes sj of a received word are substituted in the variables
Sj for j ∈ J .

Exercise 2.3.11 Let ≺ be a reduction order on the monomials X1, . . . , Xv,
Y1, . . . , Yv and Sj , j ∈ J such that the variables Sj , j ∈ J are larger than
X1, . . . , Xv and Y1, . . . , Yv. Show that S(v) is a Gröbner basis with respect
to ≺.

The exercise gives the impression that we are done. But we have to elimination
the variables X2, . . . , Xv and Y1, . . . , Yv. Therefore the variables X1, Sj , j ∈ J



2.3. DECODING CYCLIC CODES WITH GRÖBNER BASES 37

need to be smaller than X2, . . . , Xv, Y1, . . . , Yv.

As an example, we have applied one-step decoding to binary cyclic codes with
defining sets {1, 3}, {1, 3, 5} and {1, 3, 5, 7}, respectively. Remark that the com-
plete defining sets contain {1, 2, 3, 4}, {1, 2, 3, 4, 5, 6} and {1, . . . , 8}, respectively.
From the BCH-bound we know that these codes can correct 2, 3 and 4 errors,
respectively. The Gröbner basis is computed with a lexicographic order in a way
such that the basis contains a polynomial in X1 and the syndrome-variables Sj .
We consider binary codes. Thus the error values are always 1. Therefore we
delete the variables Yi in the equations. The equations of the form Xn

m = 1 are
also left out. So the number of solutions is not finite anymore. The results are
as follows.

Example 2.3.12 q = 2, {1, 3} ⊆ J(C).

S =
{

X1 + X2 − S1 = 0
X3

1 + X3
2 − S3 = 0

Order: X2 > X1 > S3 > S1

Error-locator polynomial with X = X1:

S1X
2 + S2

1X + (S3
1 + S3).

Example 2.3.13 q = 2, {1, 3, 5} ⊆ J(C).

S =

 X1 + X2 + X3 − S1 = 0
X3

1 + X3
2 + X3

3 − S3 = 0
X5

1 + X5
2 + X5

3 − S5 = 0

Order: X3 > X2 > X1 > S5 > S3 > S1

Error-locator polynomial:

(S3 + S3
1)X3 + (S3S1 + S4

1)X2 + (S5 + S3S
2
1)X + (S5S1 + S2

3 + S3S
3
1 + S6

1).

Example 2.3.14 q = 2, {1, 3, 5, 7} ⊆ J(C).

S =


X1 + X2 + X3 + X4 − S1 = 0
X3

1 + X3
2 + X3

3 + X3
4 − S3 = 0

X5
1 + X5

2 + X5
3 + X5

4 − S5 = 0
X7

1 + X7
2 + X7

3 + X7
4 − S7 = 0

Order: X4 > X3 > X2 > X1 > S7 > S5 > S3 > S1

Error-locator polynomial:

(S6
1 + S2

3 + S5S1 + S3S
3
1)X4 + (S5S

2
1 + S2

3S1 + S3S
4
1 + S7

1)X3+
(S7S1 + S5S3 + S3S

5
1 + S8

1)X2 + (S7S
2
1 + S5S

4
1 + S3

3 + S3S
6
1)X+

(S7S3 + S7S
3
1 + S2

5 + S5S3S
2
1 + S5S

5
1 + S3

3S1 + S3S
7
1 + S10

1 ).
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Example 2.3.15 The error-locator polynomial for the 6-error correcting binary
BCH code took four hours using Axiom. The coefficient of Xi has 20, 20, 22,
22, 20, 24 and 46 terms for i = 6, 5, . . . , 1 and 0, respectively.

Exercise 2.3.16 Give Si weighted degree i and let wdeg(X) = 1. Notice that
in the above examples the error-locator polynomial is homogeneous of total
weighted degree

(
t+1
2

)
if the BCH bound is 2t + 1. Show that this is always the

case.

Looking at the formulas for the 2, 3 and 4 error-correcting BCH codes one gets
the impression that the number of terms grows exponentially (we do not know
whether this is a fact). Thus specializing the values for the syndromes still
would not give a decoding algorithm of polynomial complexity.

It is a priori not clear that substituting values for the syndromes in the vari-
ables after elimination gives the same answer as the original method with the
syndromes as constants.

To make this point clear we introduce some notation. Let G be a subset
of the polynomial ring in the variables Sj , j ∈ J , X1, . . . , Xv and more. Then
G1 is the subset of G of polynomials in the variables Sj , j ∈ J and X1 only.
Let s = (sj , j ∈ J) be a vector with coordinates in Fq. Then G1(s) is the set
obtained from G1 by substituting the value sj in Sj for all elements of G1 and
j ∈ J .

Let ≺E be an elimination order on the monomials X1, . . . , Xv, Y1, . . . , Yv and
Sj , j ∈ J with the variables X1, . . . , Xv and Y1, . . . , Yv larger than Sj , j ∈ J .
That the one-step method works is stated as a fact in the following

Theorem 2.3.17 Let G be a Gröbner basis of S(t) with respect to ≺E. Let y
be a received word such that t errors occurred. Let s be its syndrome. Assume
that the closest codeword to y is unique. Then G1 is the Gröbner basis of S(t)∩
Fq[X1, Sj , j ∈ J ] and G1(s) generates the ideal of the error-locator polynomial.

The proof relies on the fact that S(t) has a finite number of solutions.
The set G1(s) consist of polynomials in the variable X1. In examples the

greatets common divisor of G1(s) is among its elements, that is to say that
G1(s) is a (nonreduced) Gröbner bases. It is conjectured that this is always the
case.

2.4 The key equation

Let C be a cyclic code of length n such that {1, 2, . . . , δ − 1} ⊂ J(C). From
the BCH bound we see that the minimum distance of C is at least δ. In this
section we will give a decoding algorithm for such a code which has an efficient
implementation and is used in practice. A drawback of the algorithm is that
it only corrects errors of weight at most (δ − 1)/2, whereas the true minimum
distance can be larger than δ. An example of this phenomenon will be treated
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in the project on the Golay codes.

The algorithms in this section work for cyclic codes that have any δ−1 consecu-
tive elements in their complete defining set. We leave it to the reader to make the
necessary adjustments in the case where these elements are not {1, 2, . . . , δ−1}.

Let α be a primitive n-th root of unity. Let c = c(X) ∈ C be the transmitted
codeword that is received as y = y(X) = c(X) + e(X), with w = wt(e) ≤
(δ − 1)/2. The support of e will be denoted by I. We then can compute the
syndromes

si = Ai = e(αi) = y(αi) for i ∈ J(C),

where the Ai are the coefficients of the MS polynomial of e(X), see Section 1.4.1.
Since {1, 2, . . . , δ−1} ⊆ J(C) and 2w ≤ δ−1 we know all A1, A2, . . . , A2w. Write
σi for the i-th symmetric function of the error positions and form the following
set of generalized Newton identities, see Proposition 1.4.9

Av+1 + σ1Av + · · · + σvA1 = 0
Av+2 + σ1Av+1 + · · · + σvA2 = 0

...
...

...
A2v + σ1A2v−1 + · · · + σvAv = 0.

(2.1)

From the system with v = w we have to find the σi. After we have done
this, we can find the polynomial

σ(Z) = 1 + σ1Z + σ2Z
2 + · · ·+ σwZw

which has as its zeros the reciprocals of the error locations. Finding the zeros
of this polynomial is an easy task. We return to the problem of finding the
coefficients σi.

Exercise 2.4.1 Consider the system of equations (2.1) as linear in the unknown
σ1, . . . , σw with coefficients in Fq(A1, . . . , A2w) the field of rational functions in
A1, . . . , A2w, which are treated now as variables. Then

σi =
∆i

∆0

where ∆i is the determinant of a certain w × w matrix according to Cramers
rule. Then the ∆i are polynomials in the Ai. Conclude that

∆0X
w + ∆1X

w−1 + · · ·+ ∆w

is a closed form of the generic error-locator polynomial.
Substitute A2i+1 = S2i+1 and A2i = S2

i and compare the result with Exam-
ples 2.3.12, 2.3.13 and 2.3.14.

Exercise 2.4.2 Show that the matrix (Ai+j−1|1 ≤ i, j ≤ v) is nonsingular if
and only if v = w, the number of errors. Hint: try to write the matrix as a
triple product of matrices of known rank as done in Exercise 1.5.13.
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The algorithm of Arimoto-Peterson-Gorenstein-Zierler (APGZ) solves the sys-
tems of linear equations (2.1) for v = 1, . . . , w by Gaussian elimination.

Exercise 2.4.3 What is the complexity of the algorithm of APGZ ?

Write

S(Z) =
δ−1∑
i=1

AiZ
i−1,

then an alternative way of formulating (2.1) is that there exist polynomials q(Z)
and r(Z) such that

σ(Z)S(Z) = q(Z)Zδ−1 + r(Z), deg(r(Z)) ≤ w − 1,

or that there exists a polynomial ω(Z) of degree at most w − 1 such that

ω(Z) ≡ σ(Z)S(Z) mod Zδ−1. (2.2)

This is called the key equation.

Exercise 2.4.4 Check that

ω(Z) =
∑
i∈I

eiα
i
∏

j∈I\{i}

(1− αjZ),

by rewriting ω(Z)/σ(Z) mod Zδ−1.

Exercise 2.4.5 Let σ′(Z) be the formal derivative of σ(Z). Show Forney’s
formula for the error values:

ei = − ω(α−i)
σ′(α−i)

for all error positions i. The polynomial ω(Z) is called the error evaluator
polynomial.

We will discuss two algorithms that are faster than the one proposed in Exercise
2.4.3.

2.4.1 The algorithms of Euclid and Sugiyama

The Euclidean algorithm is a well known algorithm that can be used to compute
the greatest common divisor of two univariate polynomials. We assume that the
reader is familiar with this algorithm. In order to fix a notation, suppose we
want to compute gcd(r−1(Z), r0(Z)). Then the Euclidean algorithm proceeds
as follows.

r−1(Z) = q1(Z)r0(Z) + r1(Z), deg(r1) < deg(r0)
r0(Z) = q2(Z)r1(Z) + r2(Z), deg(r2) < deg(r1)

...
...

...
rj−2(Z) = qj(Z)rj−1(Z) + rj(Z), deg(rj) < deg(rj−1)
rj−1(Z) = qj+1(Z)rj(Z).
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From this we can conclude that gcd(r−1(Z), r0(Z)) = rj(Z). The key equation
can be solved with the algorithm of Sugiyama in the following way.

Algorithm 2.4.6 Set

r−1(Z) = Zδ−1, r0(Z) = S(Z), U−1(Z) = 0, U0(Z) = 1,

and proceed with the algorithm of Sugiyama until an rk(Z) is reached such that

deg(rk−1(Z)) ≥ 1
2
(δ − 1) and deg(rk(Z)) ≤ 1

2
(δ − 3),

also updating
Ui(Z) = qi(Z)Ui−1(Z) + Ui−2(Z).

Then the error-locator and evaluator polynomial are

σ(Z) = εUk(Z)
ω(Z) = (−1)kεrk(Z)

where ε is chosen such that σ0 = σ(0) = 1.

Exercise 2.4.7 Show that the σ(Z) and ω(Z) resulting from the algorithm
satisfy
1. ω(Z) = σ(Z)S(Z) mod Zδ−1

2. deg(σ(Z)) ≤ 1
2 (δ − 1)

3. deg(ω(Z)) ≤ 1
2 (δ − 3).

We will not prove the correctness of the algorithm. The algorithm of Sugiyama
is used to decode in the project on Golay codes.

2.4.2 The algorithm of Berlekamp-Massey

The algorithm of Berlekamp-Massey is an example of dynamic programming The
algorithm is iterative, and in the j-th iteration the following problem is solved:
find the pair (σj(Z), ωj(Z)) such that

1. σj(0) = 1

2. σj(Z)S(Z) = ωj(Z)( modZj)

3. dj = max{deg(σj),deg(ωj) + 1} is minimal.

It is rather technical to work out what has to be updated when proceeding to the
next iteration. After the algorithm we will give a few remarks on the variables
that are used.

Algorithm 2.4.8

1. j = 0; σ0 = −ω′0 = 1; σ′0 = ω0 = 0; d0 = 0; ∆ = 1.
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2. ∆j = coefficient of Zj in σj(Z)S(Z)− ωj(Z).

3. If ∆j = 0 then
dj+1 := dj ; σj+1 := σj ; ωj+1 := ωj ;
σ′j+1 := Zσ′j ; ω′j+1 := Zω′j

4. If ∆j 6= 0 and 2dj > j then
dj+1 := dj ; σj+1 := σj −∆j∆−1σ′j ; ωj+1 := ωj −∆j∆−1ω′j ;
σ′j+1 := Zσ′j ; ω′j+1 := Zω′j

5. If ∆j 6= 0 and 2dj ≤ j then
dj+1 := j + 1− dj ; σj+1 := σj −∆j∆−1σ′j ; ωj+1 := ωj −∆j∆−1ω′j ;
∆ := ∆j ; σ′j+1 := Zσj ; ω′j+1 := Zωj

6. If Sj+1 is known then j := j + 1 and go to step 2; otherwise stop.

In the algorithm, the variables σ′j and ω′j are auxiliary. The ∆j measures how
far a solution to the j-th iteration is from being a solution to the (j + 1)-th
iteration. If ∆j = 0, the solution passes to the next iteration. If ∆j 6= 0,
then the solution must be adjusted in such a way that the resulting dj+1 =
max{deg(σj+1),deg(ωj+1) + 1} is minimal. In order to minimize this degree,
the two cases 4 and 5 have to be distinguished.

Notice that in the algorithm of Sugiyama the degree of the polynomial decreases
during the algorithm, whereas in the Berlekamp-Massey algorithm the degree
of the polynomial increases. This is an advantage, since error vectors of small
weight are more likely to occur than those of high weight.

2.5 Gröbner bases and arbitrary linear codes

We will start by a general construction of a code, and later show that in fact
this gives all linear codes.

Let P = {P1, P2, . . . , Pn} ⊆ Fm
q be the set of zeros of a set of polynomials

G = {G1, . . . , Gu} in Fq[X1, X2, . . . , Xm]. Let I be the ideal generated by G.
Define the ring R as

R = Fq[X1, . . . , Xm]/I,

Let F1, F2, . . . , Fr be a basis of the Fq-vector subspace L of R. Consider the
evaluation map

evP : L −→ Fn
q .

The codes we consider here are

C = Im(evP)⊥.

Thus H = (Fi(Pj)) is a parity check matrix of C. After introducing this al-
gebraic setting, it is clear how Gröbner bases can be used for the decoding
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problem. Let d be the minimum distance of C. Suppose we receive a vector y
and we want to decode t errors, with t ≤ b(d − 1)/2c. Then, after computing
the syndromes

si =
n∑

j=1

yjFi(Pj)

we can form the following system of equations S(s, v)
∑v

j=1 YjFi(X1j , . . . , Xmj) = si for i = 1, . . . , r

Gi(X1j , . . . , Xmj) = 0 for j = 1, . . . , v and i = 1, . . . , u
Y q

j = Yj for j = 1, . . . , t,

with variables X1j , . . . , Xmj for the coordinates of a copy of Fm
q for all j =

1, . . . , v, and the variables Y1, . . . , Yv for the error values in Fq. As in the case
with cyclic codes, we see that if (x1, . . . ,xv,y1, . . . ,yv), with xj = (x1j , . . . , xmj),
is a solution to S(s, v), then so is

(xπ(1), . . . ,xπ(v),yπ(1), . . . ,yπ(v)),

for any permutation π of {1, . . . , v}. Hence a Gröbner basis G for the ideal
S(s, t) with respect to the lexicographic order with

Ym > · · · > Y1 > Xmv > · · · > X1v > · · · > Xm1 > · · · > X11

will have elements that are polynomials in Xm1, . . . , X11 only. These elements
generate the ideal S(s, v) ∩ Fq[X11, . . . , Xm1]. This intersection has no solution
when v < t. If v = t, then the intersection is the error-locator ideal, that means
that it has the set of error postions as zero set in Fm

q . The error values can be
found as before for cyclic codes with Proposition 2.2.1.

Example 2.5.1 Let C be an [n, k, d] linear code with r×n parity check matrix
H, where r = n − k. Consider the n columns of H as points P1, . . . , Pn ∈ Fr

q

and set P = {P1, . . . , Pn}. Then P is finite, so it is an algebraic set:

P = V (I, Fq), I = {G ∈ Fq[X1, . . . , Xr] | G(P1) = · · · = G(Pn) = 0}.

If we take as an r-dimensional vector space L the coordinate functions

L = 〈X1, . . . , Xr〉,

then it is clear that C = Im(evP)⊥.

Exercise 2.5.2 Describe the Hamming code by the above method. What is
the vanishing ideal in F2[X1, X2, X3] if one applies the above procedure to the
Hamming code ?

Although in principle every linear code could be described and decoded in this
way, the large number of variables will make it very impractical. The following
exercise relaxes the number of variables a bit.
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Exercise 2.5.3 Let C be an q-ary [n, k, d] code. Let r = n−k. Let H = (hij) be
a parity check matrix of C. Let m be a positive integer such that qm ≥ n. Show
that there exist n distinct points P1, . . . , Pn in Fm

q and polynomials F1, . . . , Fr

in Fq[X1, . . . , Xm] such that Fi(Pj) = hij .

Example 2.5.4 Let C be a cyclic code with defining set J . Instead of treating
this as an arbitrary linear code as in the previous example, it is better to use the
structure of the parity check matrix, as follows. Take P = {1, α, . . . , αn−1} ⊆
Fqe , the set of n-th roots of unity. Hence

I = (Xn − 1)Fqe [X].

If we take for L the vector space

L = 〈Xj | j ∈ J〉

over Fqe , it is clear that C is a code as described above, and that the system
S(s, t) we have to solve, equals the one we already met in Section 2.3.

One-step decoding is done in the same way as for cyclic codes by treating the
sj as variables and the corresponding Theorem 2.3.17 holds.

The same methods applies for getting the minimal weight codewords of a
linear code.

2.6 Notes

That the general decoding problem is hard can be made precise in terms of
complexity theory. See [3, 5].

Formulas for the probability of a decoding error or failure for several de-
coders and the relation with the weightenumerator is given in [6, 24]. Some
history of the origins of decoding algorithms can be found in [2].

The original idea of one-step decoding is from [9, 10] and [30]. See also [38].
The method to decode cyclic codes up to half the actual minimum distance

using Gröbner basis is from [11, 12, 13]. The extension to arbitrary linear codes
is from [17, 18]. Theorem 2.3.17 is from [17, 18, 25]. The conjecture concerning
G1(s) is from [25]. The remark in Exercise 2.3.11 is from [25]. In this paper
the work of [15] is used to transform a Gröbner basis of a zero dimensional
ideal with respect to one reduction order into a Gröbner basis with respect to
another one. The decoding is considerably faster by this method as is seen in
the Project on the Golay code. Decoding constacyclic codes in Lee metric by
the use of Gröbner bases is explained in [28]

A more efficient way to decode cyclic codes is by solving the key equation [1, 4,
20, 27, 31, 37]. The formula for the error values is from [19].

The material of Section 2.4 is from [6, 7, 26, 32]. This formulation of the
Berlekamp-Massey algorithm is from [14].
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For Reed-Solomon codes a hybrid of the algorithm of Berlekamp-Massey and
Gröbner bases techniques is given in [39, 40, 41] to get all closest codewords of
a received word.

Decoding arbitrary linear codes with Gröbner bases is from [17, 18]. This
method can also be applied to get all minimal weight codewords as explained
for cyclic codes in the previous chapter.

There are many papers on decoding algebraic geometry codes and we refer to
the literature [8, 16, 21, 22, 23, 29].

The Berlekamp-Massey algorithm is generalized to polynomials in several
variables by [34, 35, 36]. This theory has very much to do with the theory of
Gröbner bases, but it solves another problem than Buchbergers algorithm. The
algorithm is implemented in the decoding of algebraic geometry codes. See the
literature cited above and [33]. The name footprint for the ∆-set is from [8].
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Chapter 3

Project: The Golay codes

3.1 Introduction

In this project we will give examples of methods described in the previous chap-
ters on finding the minimum weight codewords, the decoding of cyclic codes
and working with the Mathieu groups. The codes that we use here are the well
known Golay codes. These codes are among the most beautiful objects in coding
theory, and we would like to give some reasons why.

There are two Golay codes: the ternary cyclic code G11 and the binary cyclic
code G23.

The ternary Golay code G11 has parameters [11, 6, 5], and it is the unique code
with these parameters. The automorphism group Aut(G11) is the Mathieu group
M11. The group M11 is simple, 4-fold transitive and has size 11 · 10 · 9 · 8. The
supports of the codewords of weight 5 form the blocks of a 4-design, the unique
Steiner system S(4, 5, 11). The ternary Golay code is a perfect code, this means
that the Hamming spheres of radius (d− 1)/2 = 2 centered at the codewords of
G11 exactly cover the whole space F11

3 . The code G11 can be uniquely extended
to a [12, 6, 6] code, which we will denote by G12. The code G12 is self-dual and
Aut(G12) = M12: the simple, 5-fold transitive Mathieu group of size 12·11·10·9·8.
The supports of the codewords of weight 6 in G12 form a 5-design, the unique
S(5, 6, 12).

The binary Golay code G23 has similar properties. Its parameters are [23, 12, 7],
and it is the unique code with these parameters. The automorphism group
Aut(G23) is the Mathieu group M23. The group M23 is simple, 4-fold transitive
and has size 23 · 22 · 21 · 20 · 48. The supports of the codewords of weight 7
form the blocks of a 4-design, the unique Steiner system S(4, 7, 23). The binary
Golay code is a perfect code, so the Hamming spheres of radius 3 centered at
the codewords of G11 exactly cover the whole space F23

2 . The code G23 can
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be uniquely extended to a [24, 12, 8] code, which we will denote by G24. The
code G24 is self-dual and Aut(G24) = M24: the simple, 5-fold transitive Mathieu
group of size 24 · 23 · 22 · 21 · 20 · 48. The supports of the codewords of weight 8
in G24 form a 5-design, the unique S(5, 8, 24).

3.2 Minimal weight codewords of G11

G11 is the ternary cyclic code of length 11 with defining set J = {1}. It is a
[11, 6, d] code with complete defining set J(G11) = {1, 3, 4, 5, 9}. The generator
polynomial is

g(X) =
∏

j∈J(G11)

(X − αj) = 2 + X2 + 2X3 + X4 + X5.

From the BCH bound we see that d ≥ 4, and by computing Gröbner bases
we will show that in fact d = 5. Moreover we will determine all codewords of
minimal weight.

First we consider the system SG11(4):

SG11(4) =



A5 + σ1A4 + σ2A3 + σ3A2 + σ4A1 = 0
A6 + σ1A5 + σ2A4 + σ3A3 + σ4A2 = 0

...
...

...
A4 + σ1A3 + σ2A2 + σ3A1 + σ4A0 = 0

Aj = 0 for j ∈ J(G11)
A3j = A3

j for j = 1, . . . , 11.

Using A3i = A3
i we can express every Ai with i ∈ {1, 2, . . . , 10} \ J(G11) as

a power of A2 (this can be done since all of these i form a single cyclotomic
coset). Setting Ai = 0 for i ∈ J(G11) and writing A2 = a and A0 = b this
reduces SG11(4) to

SG11(4) =



σ3a = 0
a3 + σ4a = 0
a9 + σ1a

3 = 0
a81 + σ1a

9 + σ2a
3 = 0

σ1a
81 + σ2a

9 + σ3a
3 = 0

a27 + σ2a
81 + σ3a

9 + σ4a
3 = 0

b + σ1a
27 + σ3a

81 + σ4a
9 = 0

σ1b + σ2a
27 + σ4a

81 = 0
a + σ2b + σ3a

27 = 0
σ1a + σ3b + σ4a

27 = 0
σ2a + σ4b = 0
b3 − b = 0.

Computing a Gröbner basis G with respect to the lexicographic order with

σ4 > σ3 > σ2 > σ1 > b > a
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gives G = {b, a} and hence there are no nonzero codewords of weight at most 4.
We conclude d ≥ 5, and even d = 5, since the weight of the generator polynomial
is wt(g(X)) = 5. To determine the minimum weight codewords we consider the
system SG11(5):

SG11(5) =



A6 + σ1A5 + σ2A4 + σ3A3 + σ4A2 + σ5A1 = 0
A7 + σ1A6 + σ2A5 + σ3A4 + σ4A3 + σ5A2 = 0

...
...

...
A5 + σ1A4 + σ2A3 + σ3A2 + σ4A1 + σ5A0 = 0

Ai = 0 for i ∈ J(G11)
A3i = A3

i for i = 0, . . . , 10

Again we can reduce the system as we did in the system SG11(4) and compute
its Gröbner basis with respect to the lexicographic order with

σ5 > σ4 > σ3 > σ2 > σ1 > b > a.

After 2 minutes using Axiom or 10 minutes using Macaulay, the resulting basis
G is

G =

 σ5a + 2a31 + 2a9, σ4a + a3, σ3a + 2a107 + a41 + 2a19,
σ2a + a79 + 2a35 + a13, σ1a + a29 + 2a7,
b + a77 + 2a55 + a33 + a11, a133 + 2a111 + 2a89 + 2a67 + a45 + a,

where a = A2 and b = A0. From the triangular form of the basis G, it is easy
to see that the number of codewords of weight 5 in G11 equals the number of
nonzero solutions to

f(X) = X133 + 2X111 + 2X89 + 2X67 + X45 + X = 0

in F35 . We determine these solutions in the following exercise.

Exercise 3.2.1 Let α ∈ F35 be a primitive element. Now show
1. f(1) = 0;
2. f(α2) = 0 (you can use a computer algebra package for this);
3. f(α11X) = α11f(X).
Conclude from this that the complete set of zeros of f(X) in F35 \ {0} is

M = {αi+11j | i ∈ {0, 1, . . . , 10} \ J(G11), j ∈ {0, 1, . . . , 21}}.

So the number of codewords of weight 5 is #M = 132 and the locators of these
words (i.e. the polynomials having as zeros the reciprocals of positions where
the codewords have a nonzero value) are given by

σ(X, a) =


(a30 + a8)X5 + 2a2X4+
(a106 + 2a40 + a18)X3+
(2a78 + a34 + 2a12)X2+
(2a28 + a6)X + 1,

with a ∈ M .
Since the code is cyclic, any shift of a codeword of weight 5 is again a codeword
of weight 5. We can recognize this fact from M in the following way.
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Exercise 3.2.2 Show that there exists a primitive 11-th root of unity β such
that σ(X, α11a) = σ(βX, a) for all a ∈ M .

Now we can conclude that the codewords of weight 5 consist of the 6 codewords
with locator polynomials σ(X, a), a ∈ {1, α2, α6, α7, α8, α10}, their cyclic shifts,
and their non-zero multiples in F11

3 .

Exercise 3.2.3 Let α again be a primitive element in F35 , then β = α22 is a
fixed 11-th root of unity. Check that the zeros of the 6 polynomials σ(X, a) are:

polynomial {i | β−i is a zero}
σ(X, 1) 2, 6, 7, 8, 10
σ(X, α2) 3, 4, 9, 10, 11
σ(X, α6) 1, 5, 8, 9, 11
σ(X, α7) 1, 2, 8, 10, 11
σ(X, α8) 2, 3, 5, 7, 9
σ(X, α10) 3, 5, 8, 10, 11

Let B consists of the 6 subsets in {1, . . . , 11} of size 5 in the table and their
cyclic shifts modulo 11. Then |B| = 66. Show that B is the set of blocks of a
4-design, the Steiner system S(4, 5, 11).

3.3 Decoding of G23 with Gröbner bases

Let G23 be the binary cyclic code of length 23 with defining set J = {1}. Then
the complete defining set is J(G23) = {1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18} and the
code has parameters [23, 12, d]. The BCH bound states that d ≥ 5 but in fact
d = 7. This can be checked in the same way as we did in the previous section
for the ternary Golay code. The computer algebra packages we tried, did not
perform very well on the systems SG23(w). Since the minimum distance is 7,
G23 should be able to correct errors of weight at most 3. In this example we will
decode a word with three errors.

Take
F211 = F2[β]/(β11 + β2 + 1)

and set α = β89. Then β is a primitive element of F211 and α has order 23.
The generator polynomial of the code is

g(X) =
∏

j∈J(G23)

(X − αj) = 1 + X + X5 + X6 + X7 + X9 + X11.

Suppose we send the codeword g(X), which corresponds to the binary vector

c = (1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)

over a noisy channel, and the following error occurs during transmission:

e = (1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0).
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As a result at the other end of the channel the following vector will be received:

y = (0, 1, 0, 1, 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0),

corresponding to the polynomial

r(X) = X + X3 + X5 + X6 + X7 + X9 + X11 + X17.

We will now decode the recieved word by applying the decoding algorithm.
First we compute the syndrome:

s1 = Hy = r(α) = α+α3+α5+α6+α7+α9+α11+α17 = β9+β6+β3+β2+1.

Since s1 6= 0 we see that errors have occured during transmission.
We already remarked that the Yi variables can be disposed of by setting

them equal to 1, since 1 is the only error value that can occur.
Following the algorithm of Section 2.3 we set

S = {X1 + β9 + β6 + β3 + β2 + 1, X23
1 + 1}

and can conclude that there are no solutions since s1 is not a 23-rd root of unity.
In the next step we set

S = {X2 + X1 + β9 + β6 + β3 + β2 + 1, X23
2 + 1, X23

1 + 1}

and compute its Gröbner basis with respect to the lexicographic order with
X2 > X1:

G = {1}.
Since 1 ∈ G there is no solution to these syndrome equations and we proceed
with the loop of the algorithm. We set

S = {X3 + X2 + X1 + β9 + β6 + β3 + β2 + 1, X23
3 + 1, X23

2 + 1, X23
1 + 1},

and a Gröbner basis with respect to the lexicographic order with X3 > X2 > X1

is computed:
X3 + X2 + X1 + β9 + β6 + β3 + β2 + 1,
X2

2 + X2X1 + (β9 + β6 + β3 + β2 + 1)X2 + X2
1+

+(β9 + β6 + β3 + β2 + 1)X1 + β6 + β5 + β2,
X3

1 + (β9 + β6 + β3 + β2 + 1)X2
1 + (β6 + β5 + β2)X1 + β9 + β5 + β3.

This took 8 minutes using Axiom. We did the same computation with X24
j +Xj

instead of X23
j + 1 for j = 1, 2, 3 and it took only 90 seconds.

Now 1 6∈ G and there are solutions to the syndrome equations. The error
locator polynomial is

g(X1) = X3
1 + (β9 + β6 + β3 + β2 + 1)X2

1 + (β6 + β5 + β2)X1 + β9 + β5 + β3

and its zeros are the error locators {α0, α3, α17}. Hence the errors occurred at
positions 0, 3 and 17 and the word that was sent is

y − (1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) =

(1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).

We have recovered the transmitted codeword c.
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3.4 One-step decoding of G23

In this paragraph we will decode all error patterns of weight 3 that can occur in
a codeword of the code G23 at once by computing the Gröbner basis for variable
syndromes S. Apart from the advantage that all syndromes are treated at once,
it also has the advantage that the computations take place over the field F2

instead of the large field F211 . The system of equations is:

S =


X3 + X2 + X1 + S = 0

X23
3 + 1 = 0

X23
2 + 1 = 0

X23
1 + 1 = 0.

The outcome of this set of equations is quite complicated. The result is much
simpler if we consider the following set of equations.

S ′ =


X3 + X2 + S + X1 = 0

X24
3 + X3 = 0

X24
2 + X2 = 0

X24
1 + X1 = 0.

With the lexicographic order with X3 > X2 > X1 > S the computer was still
not finished with its computations after 24 hours. Loustaunau and York did this
example where they started with the above system, which is a Gröbner bases
with respect to lexicographic order with S > X3 > X2 > X1, and transformed
it into a Gröbner bases with respect to lexicographic order with X3 > X2 >
X1 > S as explained in the Notes of Chapter 2.2. Using the lexicographic order
with X3 > X2 > S > X1 we obtain the Gröbner basis:

G =


X3 + X2 + S + X1,
X24

2 + X2,
X2

2S + X2
2X1 + X2S

2 + X2X
2
1 + S256 + S3 + S2X1 + SX2

1 ,
g(X1),
X24

1 + X1,

with

g(X1) =



(S256 + S3)X21
1 + (S257 + S4)X20

1 +
(S260 + S7)X17

1 + (S261 + S8)X16
1 +

(S32 + S9)X15
1 + (S33 + S10)X14

1 +
(S34 + S11)X13

1 + (S35 + S12)X12
1 +

(S36 + S13)X11
1 + (S37 + S14)X10

1 +
(S38 + S15)X9

1 + (S39 + S16)X8
1+

(S40 + S17)X7
1 + (S64 + S41)X6

1+
(S272 + S42)X5

1 + (S273 + S66 + S43 + S20)X4
1+

(S44 + S21)X3
1 + (S68 + S45)X2

1+
(S276 + S46)X1 + (S277 + S70 + S47 + S).
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We conclude that for a general syndrome S we find the error-locator polynomial

gcd(g(X1), X23
1 + 1).

These computations took 120 seconds using Axiom. The original set of equa-
tions S took 150 seconds. Macaulay did both these computations on the same
computer in 3 seconds.

Exercise 3.4.1 Notice that the coefficient of Xi is divisible by S23 + 1 for all
i. Denote g(X1)/(S23 + 1) by h(X1).

Exercise 3.4.2 Suppose s = x1 + x2 + x3 with xj ∈ F211 and x23
j = 1 for all j.

Show that s23 = 1 if and only if xi = xj for some i, j with 1 ≤ i < j ≤ 3.

Exercise 3.4.3 Compute gcd(h(X1), X23
1 + 1) with Euclid’s algorithm in the

ring Fq(S)[X1] and show that it is a polynomial of degree 3 in X1 and rational
functions in S as coefficients.

3.5 The key equation for G23

In this section we will use the Euclidean algorithm to decode an error that
occured during the transmission of a codeword of the binary Golay code G23.
As we mentioned in Section 2.4, decoding a cyclic code C by solving the key
equation only works for errors of weight at most (δ−1)/2, where δ is is maximal
such that {1, 2, . . . , δ − 1} ⊂ J(C). In the case of the binary Golay code, this
means we can only expect to decode errors of weight at most 2 in this way.

As in the previous section, we assume that the transmitted codeword was g(X).
Suppose the following error occurs:

e = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0).

Then the received word is

y = (0, 1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0),

corresponding to the polynomial

r(X) = X + X5 + X6 + X7 + X9 + X11 + X17.

After we receive this word, we can compute the following syndromes:

s1 = r(α) = β10 + β9 + β7 + β6 + 1
s2 = r(α2) = s2

1 = β7 + β5 + β2 + β
s3 = r(α3) = s256

1 = β8 + β7 + β6 + β5

s4 = r(α4) = s4
1 = β10 + β5 + β4 + β3 + β2.

Following Section 2.4 we define

S(Z) = s1 + s2Z + s3Z
2 + s4Z

3
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and we start the Euclidean algorithm on S(Z) and Z4. We find

Z4 = S(Z)q1(Z) + r1(Z),

with
q1(Z) = (β9 + β3 + β2 + 1)Z + β10 + β9 + β5 + β

and

r1(Z) = (β10 + β9 + β7 + β6 + β5 + β4)Z2 +
(β10 + β9 + β7 + β5 + β4 + β3)Z +
(β9 + β6 + β2 + 1).

In the following step we get

S(Z) = r1(Z)q2(Z) + r2(Z),

with
q2(Z) = (β10 + β3 + β2 + 1)Z + (β10 + β7 + β6 + β)

and
r2(Z) = (β7 + β6 + β3 + β2 + β + 1).

Since deg(r1(Z)) ≥ 2 and deg(r2(Z)) ≤ 1 we can stop the algorithm and com-
pute

U2(Z) = q2(Z)U1(Z) + U0(Z)
= q2(Z)q1(Z) + 1
= (β9 + β8 + β6)Z2 +

(β7 + β6 + β3 + β2 + β + 1)Z +
β9 + β8 + β7 + β3 + β2 + β + 1.

From this we find

σ(Z) = U2(Z)/(β9 + β8 + β7 + β3 + β2 + β + 1) =

(β10 + β9 + β7 + β6)Z2 + (β10 + β9 + β7 + β6 + 1)Z + 1.

Since the zeros of σ(Z) are Z = 1 and Z = α6, we conclude that the error
locators are 1 and α17 and thus that the error vector is

e = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0).

We retrieve the transmitted codeword by computing c = y − e.

Exercise 3.5.1 Do the same example with the algorithm of Berlekamp-Massey
instead of Euclid’s algorithm.
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3.6 Exercises

Let C be the binary cyclic code C of length 15 with defining set J = {1, 3, 5}.
In the following, α ∈ F16 will denote a primitive element satisfying

α4 + α + 1 = 0.

Exercise 3.6.1 Show that the complete defining set is given by

J(C) = {1, 2, 3, 4, 5, 6, 8, 9, 10, 12},

and that C has generator polynomial

g(X) = 1 + X + X2 + X4 + X5 + X8 + X10.

Determine the dimension of the code and apply the BCH bound on the minimum
distance.

In order to find the true minimum distance of C, we will determine all codewords
of weight 7.

Exercise 3.6.2 Write down the equations of the system SC(7) and reduce the
system by setting A0 = b and A7 = a and expressing everything in a, b and
σ1, σ2, . . . , σ7. Compute a Gröbner basis for the ideal defined by SC(7) and
answer the following questions:

1. How many codewords of weight 7 does C have?

2. Determine a set M and polynomials σ(X, a) such that σ(X, a) has as zeros
the locators of a codeword of weight 7 is and only if a ∈ M .

3. Prove that σ(X, αi) = σ(α13iX, 1). What does this show?

We will now use code C to decode a word that is a transmitted codeword in
which errors have occured. First we choose a codeword in C.

Exercise 3.6.3 Pick your favorite polynomial m(X) ∈ F2[X] of degree at most
4 and encode it by computing

c(X) = m(X)g(X) mod (X15 + 1).

Now choose a random binary error vector e of weight at most 3 and compute
the word r that is received at the other end of the channel:

r = c + e.

We will decode the received codeword using all the algorithms we have discussed.
If you want you can exchange the word r you ave chosen with someone else and
try to decode the word “he/she sent you”.
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Exercise 3.6.4 Compute the syndromes s1 = r(α), s3 = r(α3) and s5 =
r(α5) and proceed with Algorithm 2.3.10. You have to use a computer algebra
package that can compute Gröbner bases over F16. Compare your result with
the codeword that was sent.

Now compute all syndromes s1, s2, . . . , s6 and define the syndrome polynomial

S(Z) = s1 + s2Z + s3Z
2 + s4Z

3 + s5Z
4 + s6Z

5.

Set
σ(Z) = 1 + σ1Z + σ2Z

2 + σ3Z
3.

We want to determine the σi such that σ(Z) has as its zeros the reciprocals of
the error positions of e. We have seen two algorithms for this.

Exercise 3.6.5 Apply Sugiyama’s algorithm to the situation here: compute
the greatest common divisor of Z6 and S(Z) until the stop criterion of the
algorithm is reached. Determine σ(Z) from this and determine its zeros and
thus the error positions. Compare your result with the codeword that was sent.

Exercise 3.6.6 Determine σ(Z) by applying the Berlekamp-Massey algorithm.
Again find the error locators and compare this with your result from the previous
exercise.

If the number of errors that were made during transmission is equal to 3, we
can use the formulas we found by one-step decoding.

Exercise 3.6.7 Lookup in Example 2.3.13 the formula corresponding to a 3-
error correcting binary BCH code, substitute the syndromes you have computed,
and determine the zeros and hence the error positions of the equation.


