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#### Abstract

Each linear code can be described by a binomial ideal given as the sum of a toric ideal and a non-prime ideal. For binary linear codes, we provide standard bases for the localizations of the code ideals.
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## 1. Introduction

Error-correcting codes are used to protect digital data against errors that occur during transmission through a communication channel [11, 19]. There are two ways to construct error-correcting codes: algebraic coding and probabilistic coding. While the construction of good codes by probabilistic methods has turned out to be difficult, R.W. Hamming has shown how easy it is to devise algebraic codes by introducing a class of binary single-error-correcting codes whose performance can easily be estimated by the computation of a parameter called Hamming distance [10].

The main objects of study in algebraic coding are codes that are linear subspaces of finite-dimensional vector spaces over a finite field. In particular, research has been mainly devoted to cyclic codes that form a class of linear codes allowing easier determination of their decoding properties and low-complexity decoders. A.B. Cooper [5] has used the polynomial description of cyclic codes in order to construct a decoder by Groebner basis computations. The "Cooper
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philosophy" was the first instance of applications to associate Groebner bases with linear codes. The application of Groebner basis computations to the study of linear codes has become an active field of research [7, 13, 17].

Recently, it has been emphasized that linear codes can be described by binomial ideals each of which given as the sum of a toric ideal and a non-prime ideal allowing to study linear codes by methods from commutative algebra and algebraic geometry $[3,16]$. Lately, it has been shown that the binomial ideal associated with a linear code has a very natural Groebner basis with respect to the lexicographic order requiring that any monomial containing one of the information symbols is larger than any monomial containing only parity check symbols [15].

Originally, the method of Groebner bases has been introduced by Buchberger for the algorithmic solution of some fundamental problems in commutative algebra [4]. Today, Groebner bases provide a uniform approach to solving a wide range of problems expressed in terms of sets of multivariate polynomials such as the solvability and solving algebraic systems of equations, ideal and radial membership decision, and effective computation in residue class rings modulo polynomial ideals $[1,2,6,18]$.

In this paper, we provide standard bases for the local rings of rational functions that are regular at the points of the affine variety associated to the ideal of a binary linear code.

## 2. Groebner Bases

Throughout this paper, $\mathbb{K}$ denotes a field and $\mathbb{K}[\boldsymbol{X}]=\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ the commutative polynomial ring in $n$ indeterminates over $\mathbb{K}$. Recall that a term in $\mathbb{K}[\boldsymbol{X}]$ is a scalar times a monomial. The monomials in $\mathbb{K}[\boldsymbol{X}]$ are denoted by $\boldsymbol{X}^{\boldsymbol{u}}=X_{1}^{u_{1}} X_{2}^{u_{2}} \cdots X_{n}^{u_{n}}$ and are identified with the lattice points $\boldsymbol{u}=$ $\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{N}_{0}^{n}$, where $\mathbb{N}_{0}$ stands for the set of nonnegative integers. The degree of a monomial $\boldsymbol{X}^{\boldsymbol{u}}$ is the sum $|\boldsymbol{u}|=u_{1}+\cdots+u_{n}$ and the degree of a polynomial $f$ is the maximal degree of all monomials appearing in $f$.

A monomial order on $\mathbb{K}[\boldsymbol{X}]$ is any relation $\succ$ on the set of monomials $\boldsymbol{X}^{\boldsymbol{u}}$ in $\mathbb{K}[\boldsymbol{X}]$ (or equivalently, on the exponent vectors in $\mathbb{N}_{0}^{n}$ ) satisfying: (1) $\succ$ is a total ordering, (2) the zero vector $\mathbf{0}$ is the unique minimal element, and (3) $\boldsymbol{u} \succ \boldsymbol{v}$ implies $\boldsymbol{u}+\boldsymbol{w} \succ \boldsymbol{v}+\boldsymbol{w}$ for all $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \mathbb{N}_{0}^{n}$. Familiar monomial orders are the purely lexicographic order, the degree lexicographic order, and the degree reverse lexicographic order.

Given a monomial order $\succ$, each non-zero polynomial $f \in \mathbb{K}[\boldsymbol{X}]$ has a
unique leading term, denoted by $\mathrm{LT}_{\succ}(f)$, given by the largest involved term with respect to the monomial order. If $\operatorname{LT}_{\succ}(f)=c \boldsymbol{X}^{u}$, where $c \in \mathbb{K} \backslash\{0\}$, then $c$ is the leading coefficient of $f$ and $\boldsymbol{X}^{u}$ is the leading monomial.

Monomial orders are used in a (generalized) division algorithm. For this, fix a monomial order $\succ$ on $\mathbb{K}[\boldsymbol{X}]$ and let $\mathcal{F}=\left(f_{1}, \ldots, f_{s}\right)$ be an ordered sequence of polynomials in $\mathbb{K}[\boldsymbol{X}]$. Then each polynomial $f \in \mathbb{K}[\boldsymbol{X}]$ can be written as

$$
\begin{equation*}
f=h_{1} f_{1}+\ldots+h_{s} f_{s}+r, \tag{1}
\end{equation*}
$$

where $h_{1}, \ldots, h_{s}, r \in \mathbb{K}[\boldsymbol{X}], h_{i} f=0$ or $\operatorname{LT}_{\succ}(f) \succeq \operatorname{LT}_{\succ}\left(h_{i} f_{i}\right), 1 \leq i \leq s$, and either $r=0$ or $r$ is a linear combination of monomials, none of which is divisible by any of $\operatorname{LT}_{\succ}\left(f_{i}\right), 1 \leq i \leq s$. The polynomial $r$ is the remainder of $f$ on division by $\mathcal{F}$. The key operation in the division process is the reduction of a partial dividend $p$ ( $p=f$ and $r=0$ to start) by an element $f_{k}(k$ is assumed to be minimal). If $\operatorname{LT}_{\succ}(p)=t \cdot \operatorname{LT}_{\succ}\left(f_{k}\right)$ for some term $t \in \mathbb{K}[\boldsymbol{X}]$, then $p$ is replaced by $p-t \cdot f_{k}$.

Otherwise, no reduction is possible, i.e., $\operatorname{LT}_{\succ}(p)$ is not divisible by any of the $\operatorname{LT}_{\succ}\left(f_{i}\right)$, and the leading term of $p$ is subtracted from $p$ and added to the remainder.

The reduction stops when $p$ is reduced to 0 . The termination of the division process is guaranteed since in each case the leading monomial of $p$ drops.

If $I$ is an ideal in $\mathbb{K}[\boldsymbol{X}]$ and $\succ$ is a monomial order on $\mathbb{K}[\boldsymbol{X}]$, its leading ideal is the monomial ideal generated by the leading monomials of its elements,

$$
\begin{equation*}
\left\langle\operatorname{LT}_{\succ}(I)\right\rangle=\left\langle\operatorname{LT}_{\succ}(f) \mid f \in I\right\rangle . \tag{2}
\end{equation*}
$$

The monomials that do not lie in the leading ideal of $I$ are called the standard monomials of $I$. A finite subset $\mathcal{G}_{\succ}$ of an ideal $I$ in $\mathbb{K}[\boldsymbol{X}]$ is a Groebner basis for $I$ with respect to $\succ$ if the leading ideal of $I$ is generated by the set of leading monomials in $\mathcal{G}_{\succ}$,

$$
\begin{equation*}
\left\langle\operatorname{LT}_{\succ}(I)\right\rangle=\left\langle\operatorname{LT}_{\succ}(g) \mid g \in \mathcal{G}_{\succ}\right\rangle \tag{3}
\end{equation*}
$$

If no monomial in this generating set is redundant, the Groebner basis is called minimal. It is called reduced if for any two distinct elements $g, h \in \mathcal{G}_{\succ}$, no term of $h$ is divisible by $\mathrm{LT}_{\succ}(g)$. A reduced Groebner basis is uniquely determined provided that the generators are monic.

The remainder on division of a polynomial $f \in \mathbb{K}[\boldsymbol{X}]$ by a Groebner basis for $I$ is a uniquely determined normal form for $f$ modulo $I$. It depends only on the monomial order and not on the way the division is performed.

A Groebner basis for an ideal $I$ in $\mathbb{K}[\boldsymbol{X}]$ and a monomial order $\succ$ on $\mathbb{K}[\boldsymbol{X}]$ can be calculated by Buchberger's algorithm. It starts with an arbitrary generating set for $I$ and provides in each step new elements of $I$ by using expressions that guarantee to cancel leading terms and thus reveal other possible leading terms. These new elements are $S$-polynomials of elements $f$ and $g$ (in the generating set of $I$ ) given as

$$
\begin{equation*}
S(f, g)=\frac{\boldsymbol{X}^{u}}{\operatorname{LT}_{\succ}(f)} \cdot f-\frac{\boldsymbol{X}^{u}}{\operatorname{LT}_{\succ}(g)} \cdot g \tag{4}
\end{equation*}
$$

where $\boldsymbol{X}^{\boldsymbol{u}}$ is the least common multiple of the leading monomials of $f$ and $g$. Buchberger's $S$-criterion says that a set of polynomials $\mathcal{G}=\left\{g_{1}, \ldots, g_{s}\right\}$ in $\mathbb{K}[\boldsymbol{X}]$ is a Groebner basis for the ideal $I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$ if and only if the remainder on division of $S\left(g_{i}, g_{j}\right)$ by $\mathcal{G}$ is 0 for all $1 \leq i<j \leq s$. For more Groebner basics the reader may consult $[1,2,6]$.

## 3. Linear Codes and Code Ideals

Let $\mathbb{F}_{p}$ be the finite field with $p$ elements. A linear code $\mathcal{C}$ of length $n$ and dimension $k$ over $\mathbb{F}_{p}$ is the image of a one-to-one linear mapping $\psi: \mathbb{F}_{p}^{k} \rightarrow \mathbb{F}_{p}^{n}$, i.e., $\mathcal{C}=\psi\left(\mathbb{F}_{p}^{k}\right)$, where $k \leq n$. The code $\mathcal{C}$ is an $[n, k]$ code and its elements are called codewords. Define the support of a vector $\boldsymbol{u} \in \mathbb{F}_{p}^{n}$ as the set $\operatorname{supp}(\boldsymbol{u})=$ $\left\{i \mid u_{i} \neq 0\right\}$ of non-zero coordinates. In algebraic coding, the codewords are always written as row vectors.

A generator matrix for an $[n, k]$ code $\mathcal{C}$ over $\mathbb{F}_{p}$ is a $k \times n$ matrix $\mathbf{G}$ whose rows form a basis of $\mathcal{C}$; that is, $\mathcal{C}=\left\{\boldsymbol{a} \mathbf{G} \mid \boldsymbol{a} \in \mathbb{F}_{p}^{k}\right\}$. The code $\mathcal{C}$ is in standard form if it has a generator matrix in reduced echelon form $\mathbf{G}=\left(\boldsymbol{I}_{k} \mid \boldsymbol{M}\right)$, where $\boldsymbol{I}_{k}$ is the $k \times k$ identity matrix. Each linear code is equivalent (by a monomial transformation) to a linear code in standard form. If $\mathcal{C}$ is in standard form, the first $k$ symbols of a codeword are the information symbols. These can be chosen arbitrarily and then the remaining symbols, the socalled parity check symbols, are determined.

Let $\mathcal{C}$ be an $[n, k]$ code over $\mathbb{F}_{p}$. Define the ideal associated with $\mathcal{C}$ as

$$
\begin{equation*}
I_{\mathcal{C}}=\left\langle\boldsymbol{X}^{c}-\boldsymbol{X}^{c^{\prime}} \mid \boldsymbol{c}-\boldsymbol{c}^{\prime} \in \mathcal{C}\right\rangle+\left\langle X_{i}^{p}-1 \mid 1 \leq i \leq n\right\rangle \tag{5}
\end{equation*}
$$

where each word $\boldsymbol{c} \in \mathbb{F}_{p}^{n}$ is considered as an integral vector in the monomial $\boldsymbol{X}^{c}[3,16]$.

The following assertion shows that in a certain way the exponents can be treated as elements of $\mathbb{F}_{p}$ due to the non-prime ideal $\left\langle X_{i}^{p}-1 \mid 1 \leq i \leq n\right\rangle$.

Lemma 3.1. For the ideal $I_{\mathcal{C}}$ defined in (5) the following holds: If a polynomial $\sum_{|e| \leq d} c \boldsymbol{X}^{e}$ with $c \in \mathbb{F}_{p}$ and of total degree $d$ is in $I_{\mathcal{C}}$, the polynomial $\sum_{|e| \leq d} c \boldsymbol{X}^{e \bmod p}$ also lies in $I_{\mathcal{C}}$, where $\boldsymbol{e} \bmod p$ is to be understood as a component-wise operation.

Proof. This assertion is a result of calculations modulo the ideal $I_{p}:=$ $\left\langle X_{i}^{p}-1 \mid 1 \leq i \leq n\right\rangle$. For $1 \leq i \leq n$, we have

$$
X_{i}^{m+p}=X_{i}^{m+p}-X_{i}^{m}\left(X_{i}^{p}-1\right)=X_{i}^{m} \bmod I_{p}
$$

and

$$
\boldsymbol{X}^{e} X_{i}^{p+m}=\boldsymbol{X}^{e} X_{i}^{m+p}-\boldsymbol{X}^{e} X_{i}^{m}\left(X_{i}^{p}-1\right)=\boldsymbol{X}^{e} X_{i}^{m} \bmod I_{p}
$$

for any $m \in \mathbb{N}_{0}$. Hence, when calculating modulo $I_{p}$ the components of the exponent of a monomial in $\mathbb{K}[\boldsymbol{X}]$ can be interpreted as elements of $\mathbb{F}_{p}$ and can likewise be replaced by their standard representative. Since $I_{p} \subset I_{\mathcal{C}}$ the assertion follows.

Proposition 3.2. Let $\mathcal{C}$ be an $[n, k]$ code with systematic generator matrix $\mathbf{G}=\left(g_{i j}\right)=\left(\boldsymbol{I}_{k} \mid \boldsymbol{M}\right)$. Taking the lexicographic order $\succ$ on $\mathbb{K}[\boldsymbol{X}]$ with $X_{1} \succ \ldots \succ X_{n}$, the code ideal $I_{\mathcal{C}}$ has the reduced Groebner basis

$$
\begin{aligned}
& \mathcal{G}=\left\{X_{i}-X_{k+1}^{p-g_{i, k+1}} X_{k+2}^{p-g_{i, k+2}} \cdots X_{n}^{p-g_{i, n}} \mid 1 \leq i \leq k\right\} \\
& \cup\left\{X_{i}^{p}-1 \mid k+1 \leq i \leq n\right\} .
\end{aligned}
$$

A proof can be found in [15]. By setting $\boldsymbol{m}_{i}=\left(0, \ldots, 0, p-g_{i, k+1}, p-\right.$ $\left.g_{i, k+2}, \ldots, p-g_{i, n}\right), 1 \leq i \leq k$, the above Groebner basis can be written as

$$
\begin{equation*}
\mathcal{G}=\left\{X_{i}-\boldsymbol{X}^{m_{i}} \mid 1 \leq i \leq k\right\} \cup\left\{X_{i}^{p}-1 \mid k+1 \leq i \leq n\right\} \tag{6}
\end{equation*}
$$

## 4. Local Rings and Standard Bases

Let $P=\left(p_{1}, \ldots, p_{n}\right)$ be a point in $\mathbb{K}^{n}$. Take the set of all rational functions $f / g$ with $g(P) \neq 0$,

$$
\mathcal{O}_{P}=\left\{\left.\frac{f}{g} \right\rvert\, f, g \in \mathbb{K}[\boldsymbol{X}], g(P) \neq 0\right\}
$$

Clearly, $\mathcal{O}_{P}$ is a subring of the field of rational functions $\mathbb{K}(\boldsymbol{X})=\mathbb{K}\left(X_{1}, \ldots, X_{n}\right)$ containing $\mathbb{K}[\boldsymbol{X}]$. Let $\mathfrak{m}_{P}$ be the ideal generated by $\left\langle X_{1}-p_{1}, \ldots, X_{n}-p_{n}\right\rangle$ in
$\mathcal{O}_{P}$. Then each element in $\mathcal{O}_{P} \backslash \mathfrak{m}_{P}$ is a unit in $\mathcal{O}_{P}$. It follows that $\mathfrak{m}_{P}$ is the only maximal ideal in $\mathcal{O}_{P}$. Thus $\mathcal{O}_{P}$ is a local ring in $\mathbb{K}(\boldsymbol{X})$.

Let $I$ be a zero-dimensional ideal in $\mathbb{K}[\boldsymbol{X}]$ and let $\mathcal{V}(I)=\left\{P_{1}, \ldots, P_{r}\right\}$ be the corresponding zero set in $\mathbb{K}^{n}$. The multiplicity of a point $P \in \mathcal{V}(I)$ is the dimension of the quotient $\operatorname{ring} \mathcal{O}_{P} / I \mathcal{O}_{P}$.

An order $>$ on the set of monomials $\boldsymbol{X}^{\boldsymbol{u}}, \boldsymbol{u} \in \mathbb{N}_{0}^{n}$, in $\mathbb{K}[\boldsymbol{X}]$ is called local if it satisfies the following: (1) $>$ is a total ordering, (2) $1>X_{i}$ for all $1 \leq$ $i \leq n$, and $(3)>$ is compatible with the multiplication of monomials. A simple example of a local order is the degree-anticompatible lexicographic order, alex for short, which first arranges by total degree such that lower degree terms precede higher degree terms, and which arranges monomials of the same degree lexicographically. Note that in opposition to monomial orders, local orders are not well-orderings.

Since for a given local order $>$ on the monomials in $\mathbb{K}[\boldsymbol{X}]$ every nonempty set of monomials has a maximal element under $>$, the leading term, $\mathrm{LT}_{>}(f)$, of a non-zero polynomial $f \in \mathbb{K}[\boldsymbol{X}]$ can be defined as the largest involved term.

Each local order $>$ gives rise to a ring of fractions in the rational function field $\mathbb{K}(\boldsymbol{X})$. To see this, take the set

$$
S=\left\{1+g \in \mathbb{K}[\boldsymbol{X}] \mid g=0, \text { or } \operatorname{LT}_{>}(g)<1\right\}
$$

The set $S$ is closed under multiplication, since if $\operatorname{LT}_{>}(g)<1$ and $\mathrm{LT}_{>}(h)<1$, then $(1+g)(1+h)=1+g+h+g h$ and $\mathrm{LT}_{>}(g+h+g h)<1$ by the definition of local order.

The localization of $\mathbb{K}[\boldsymbol{X}]$ with respect to the set $S$ is the ring

$$
\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])=S^{-1} \mathbb{K}[\boldsymbol{X}]=\left\{\left.\frac{f}{1+g} \right\rvert\, f \in \mathbb{K}[\boldsymbol{X}], 1+g \in S\right\}
$$

Note that $S$ is contained in the set of units of $\mathcal{O}_{P=0}$ and so Loc> $(\mathbb{K}[\boldsymbol{X}])$ is a subring of $\mathcal{O}_{P=0}$. However, the constants between numerator and denominator of a rational function $f / g \in \mathcal{O}_{P=0}$ can be arranged such that $f / g=f^{\prime} /\left(1+g^{\prime}\right)$ for some $1+g^{\prime} \in S$. Hence, we have Loc $(\mathbb{K}[\boldsymbol{X}])=\mathcal{O}_{P=0}$.

A local order $>$ on $\mathbb{K}[\boldsymbol{X}]$ can be naturally extended to $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$. For each rational function $h=f /(1+g)$ in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$, define the degree of $h$ as the degree of $f$ and the leading coefficient and leading monomial of $h$ as the leading coefficient and leading monomial of $f$, respectively.

Division in Loc> $(\mathbb{K}[\boldsymbol{X}])$ can be accomplished by Mora's division algorithm [7]. In contrast to the (generalized) division algorithm the set of possible dividers for the reduction steps might be extended by the result of a previous reduction
step. This is accomplished by using the écart of a polynomial, which is defined as ecart $(f)=\operatorname{deg} f-\operatorname{deg} \operatorname{LT}_{>}(f)$ measuring how far a polynomial is away from being homogeneous [7, 9, 12]. The crucial difference is that for the reduction of a dividend $p$, an element $f_{k}$ is chosen from the sequence of divisors $\mathcal{F}$ such that $\mathrm{LT}_{>}\left(f_{k}\right)$ divides $\mathrm{LT}_{>}(p)$ and $\operatorname{ecart}\left(f_{k}\right)$ is minimal. If $\operatorname{ecart}\left(f_{k}\right)>\operatorname{ecart}(p)$, then $p$ is added to $\mathcal{F}$.

Termination is achieved either in this manner or by homogenization of the division process and introducing a monomial order which is compatible with homogenization and dehomogenization of polynomials [7, 8, 9]. In the following, we restrict our attention to ideals in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ that are generated by polynomials in $\mathbb{K}[\boldsymbol{X}]$. Let $>$ be a local order on $\mathbb{K}[\boldsymbol{X}]$ and let $\mathcal{F}=\left(f_{1}, \ldots, f_{s}\right)$ be an ordered sequence of non-zero polynomials in $\mathbb{K}[\boldsymbol{X}]$. Each rational function $f \in \operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ can be written as

$$
f=h_{1} f_{1}+\ldots+h_{s} f_{s}+r
$$

where $h_{1}, \ldots, h_{s}, r \in \operatorname{Loc}>(\mathbb{K}[\boldsymbol{X}])$ such that $\mathrm{LT}_{>}\left(h_{i} f_{i}\right) \leq \mathrm{LT}_{>}(f)$ for all $i$ with $h_{i} \neq 0$ and either $r=0$ or $\mathrm{LT}_{>}(r) \leq \mathrm{LT}_{>}(f)$ and $\mathrm{LT}_{>}(r)$ is not divisible by $\operatorname{LT}_{>}\left(f_{i}\right), 1 \leq i \leq s$.

Mora's division algorithm allows to develop an analogue of Groebner bases for ideals in local rings. To see this, take a local order $>$ on $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ and an ideal $I$ in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$. Define the set of leading terms of $I$, briefly $\mathrm{LT}_{>}(I)$, as the set of all leading terms of non-zero elements of $I$ with respect to $>$ and the ideal of leading terms, $\left\langle\operatorname{LT}_{>}(I)\right\rangle$ for short, as the monomial ideal generated by the set of leading terms of $I$. A standard basis for $I$ is a subset $\left\{g_{1}, \ldots, g_{l}\right\}$ of $I$ such that

$$
\left\langle\operatorname{LT}_{>}(I)\right\rangle=\left\langle\operatorname{LT}_{>}\left(g_{1}\right), \ldots, \mathrm{LT}_{>}\left(g_{l}\right)\right\rangle
$$

Standard bases are the analogues of Groebner bases for ideals in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ and several results carry over to the local situation. Each non-zero ideal in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ has a standard basis. Furthermore, the ideal membership problem for ideals generated by polynomials in a local ring is solved in the same way, i.e., for each rational function $f \in \operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$, the remainder upon division of $f$ by the standard basis is zero if and only if $f$ is in the ideal generated by the standard basis.

Standard bases for ideals generated by polynomials in local rings can be computed in the same way as Groebner bases [7]. Indeed, Buchberger's Scriterion and Buchberger's algorithm carry forward to the local situation. For this, the S-polynomials are calculated with respect to the local order and Mora's division algorithm is used for reduction. In particular, Buchberger's algorithm
terminates in the local situation, since it does not require that the order used for the division procedure to be a well-ordering; it only applies the ascending chain condition to the chain of monomial ideals generated by the leading terms in the division process [6].

Standard bases can be used to compute the dimension of $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}]) / I$ when this number is finite. For this, let $>$ be a local order on $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ and let $I$ be an ideal in $\operatorname{Loc}>(\mathbb{K}[\boldsymbol{X}])$. A monomial $\boldsymbol{X}^{u}$ in $\mathbb{K}[\boldsymbol{X}]$ is standard if $\boldsymbol{X}^{u}$ is not contained in $\left\langle\mathrm{LT}_{>}(I)\right\rangle$. If there are only finitely many standard monomials, then

$$
\operatorname{dim} \operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}]) / I=\operatorname{dim} \operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}]) /\left\langle\operatorname{LT}_{>}(I)\right\rangle
$$

For more basics on standard bases the reader may consult [7].

## 5. Standard Bases for Binary Linear Codes

Let $\mathcal{C}$ be a binary $[n, k]$ code. The code ideal $I_{\mathcal{C}}$ has a single zero $(1, \ldots, 1)$ in the affine space over $\mathbb{F}_{2}$ (and over any field extension of $\mathbb{F}_{2}$ ) [14]. Rather than localizing at the maximal ideal $\left\langle X_{1}-1, \ldots, X_{n}-1\right\rangle$, we change coordinates to translate the point to the origin and conduct the computations there. The corresponding ideal is denoted by $I_{\mathcal{C}}^{\prime}$.

In the following, for each set $J \subseteq\{1, \ldots, n\}$ let $\boldsymbol{X}_{J}=\prod_{j \in J} X_{j}$. In particular, $\boldsymbol{X}_{\emptyset}=1$.

Proposition 5.1. In view of the negative degree (reverse) lexicographic order $>$ on $\mathbb{F}_{2}[\boldsymbol{X}]$, the ideal $I=I_{\mathcal{C}}^{\prime} \operatorname{Loc}_{>}\left(\mathbb{F}_{2}[\boldsymbol{X}]\right)$ in $\operatorname{Loc}_{>}\left(\mathbb{F}_{2}[\boldsymbol{X}]\right)$ has the standard basis

$$
\begin{equation*}
\mathcal{S}=\left\{X_{i}-\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J} \mid 1 \leq i \leq k\right\} \cup\left\{X_{i}^{2} \mid k+1 \leq i \leq n\right\} \tag{7}
\end{equation*}
$$

Set $g_{i}=X_{i}-\sum_{\substack{J \subseteq \operatorname{supp}_{J \neq \emptyset}\left(m_{i}\right)}} \boldsymbol{X}_{J}$ for $1 \leq i \leq k$ and $g_{i}=X_{i}^{2}$ for $k+1 \leq i \leq n$. Before proving this result we will make use of the following assertion.

Lemma 5.2. The translated code $I_{\mathcal{C}}^{\prime}$ can be written as

$$
\begin{aligned}
& I_{\mathcal{C}}^{\prime}=\left\langle\left(X_{i}+1\right)+\prod_{j \in \operatorname{supp}\left(m_{i}\right)}\left(X_{j}+1\right) \mid 1 \leq i \leq k\right\rangle \\
&+\left\langle\left(X_{i}+1\right)^{2}+1 \mid k+1 \leq i \leq n\right\rangle
\end{aligned}
$$

Proof. In view of Proposition 3.2, the ideal $I_{\mathcal{C}}$ defined in (5) has the reduced Groebner basis (6) with respect to the lexicographic order on $\mathbb{K}[\boldsymbol{X}]$. This is an ideal basis of $I_{\mathcal{C}}$ in $\mathbb{K}[\boldsymbol{X}]$ for any order. But $\mathbb{K}[\boldsymbol{X}] \subset \operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$ and so this assertion immediately extends to $I_{\mathcal{C}}$ as an ideal in $\operatorname{Loc}_{>}(\mathbb{K}[\boldsymbol{X}])$. Thus by taking $p=2$, the claim for the translated ideal follows.

We can now prove Proposition 5.1.
Proof. First, we show that the polynomials in $\mathcal{S}$ generate $I_{\mathcal{C}}^{\prime}$. Cleary, we have $\mathcal{S} \subseteq I_{\mathcal{C}}^{\prime}$ because $\left(X_{i}+1\right)^{2}+1=X_{i}^{2}+1+1=X_{i}^{2}$ for $k+1 \leq i \leq n$, and

$$
\left(X_{i}+1\right)+\prod_{j \in \operatorname{supp}\left(\boldsymbol{m}_{i}\right)}\left(X_{j}+1\right)=X_{i}+1+\sum_{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right)} \boldsymbol{X}_{J}=X_{i}+\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J}
$$

for $1 \leq i \leq k$. By Lemma $5.2, \mathcal{S}$ is a generating set for $I_{\mathcal{C}}^{\prime}$.
Second, we prove that $\mathcal{S}$ is a standard basis using Buchberger's criterion.
For this, we consider three cases:

1. Let $k+1 \leq i<j \leq n$. Then $S\left(X_{i}^{2}, X_{j}^{2}\right)=X_{j}^{2} X_{i}^{2}-X_{i}^{2} X_{j}^{2}=0$.
2. Let $1 \leq i \leq k$ and $k+1 \leq m \leq n$. Then

$$
\begin{equation*}
S\left(X_{i}-\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J}, X_{m}^{2}\right)=X_{m}^{2} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J} \tag{8}
\end{equation*}
$$

Since $J$ is a subset of $\{k+1, \ldots, n\}$, each term on the right-hand side cannot be divided by any $g_{j}, 1 \leq j \leq k$. Furthermore, in every term of $\sum \boldsymbol{X}_{J}$ each variable appears with exponent of at most 1 . Thus all terms are divisible only by $g_{m}$. It follows that the expression (8) is divided by $\mathcal{S}$ according to Mora's algorithm in such a way that in each step a reduction by $g_{m}=X_{m}^{2}$ is carried out leading to a zero remainder. Note that because of ecart $\left(g_{m}\right)=0$ no polynomial is added to the set of possible divisors during the division process.
3. Let $1 \leq i<j \leq k$. Then by Lemma 5.3, the S-polynomial

$$
S\left(X_{i}-\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J}, X_{j}-\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\ K \neq \emptyset}} \boldsymbol{X}_{K}\right)
$$

reduces to zero.

In the following, we use a variant of Mora's division algorithm in which the set of divisors will not be increased during the division process. Note that if a polynomial is reduced to zero by this variant of Mora's algorithm, it will also be reduced to zero by Mora's original algorithm.

Lemma 5.3. In view of the negative degree lexicographic order, the $S$ polynomial

$$
S\left(X_{i}-\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J}, X_{j}-\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\ K \neq \emptyset}} \boldsymbol{X}_{K}\right)
$$

is reduced to zero by $\mathcal{S}$ in $\left(2^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}-1\right)+\left(2^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}-1\right)$ steps.
Proof. Notice that the considered S-polynomial can be written as

$$
\begin{align*}
& S\left(X_{i}-\sum \boldsymbol{X}_{J}, X_{j}-\sum \boldsymbol{X}_{K}\right)=X_{j} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
J \neq \emptyset}} \boldsymbol{X}_{J}+X_{i} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
K \neq \emptyset}} \boldsymbol{X}_{K} \\
& =X_{=g_{j}}^{\left(X_{j}+\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
K \neq \emptyset}} \boldsymbol{X}_{K}\right)} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
J \neq \emptyset}} \boldsymbol{X}_{J} \\
&  \tag{9}\\
& +\underbrace{\left(X_{i}+\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
J \neq \emptyset}} \boldsymbol{X}_{J}\right) \sum_{\substack{K \subseteq \operatorname{supp}^{\prime}\left(\boldsymbol{m}_{j}\right) \\
K \neq \emptyset}} \boldsymbol{X}_{K}}_{=g_{i}}
\end{align*}
$$

Assume that $i<j$ and apply the above variant of Mora's division algorithm. Initialize

$$
\begin{equation*}
h_{0}=X_{j} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\ J \neq \emptyset}} \boldsymbol{X}_{J}+X_{i} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\ K \neq \emptyset}} \boldsymbol{X}_{K} \tag{10}
\end{equation*}
$$

Set $\operatorname{supp}\left(\boldsymbol{m}_{i}\right)=\left\{i_{1}, i_{2}, \ldots, i_{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}\right\}$, where $i_{1}<i_{2}<\cdots<i_{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}$, and $\operatorname{supp}\left(\boldsymbol{m}_{j}\right)=\left\{j_{1}, \ldots, j_{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}\right\}$, where $j_{1}<\cdots<j_{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}$. Rewriting (10) into

$$
h_{0}=X_{j}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \text { supp }\left(\boldsymbol{m}_{j}\right) \\|K|=s}} \boldsymbol{X}_{K}\right)
$$

shows that the first $\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|$ leading terms are

$$
X_{i} \boldsymbol{X}_{\left\{j_{1}\right\}}, X_{i} \boldsymbol{X}_{\left\{j_{2}\right\}}, \ldots, X_{i} \boldsymbol{X}_{\left\{j_{\left.\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|\right\}}\right.}
$$

So, in step $\ell, 1 \leq \ell \leq\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|$, the polynomial $h_{\ell-1}$ is reduced by $g_{i}$, i.e., the polynomial $\boldsymbol{X}_{\left\{j_{\ell}\right\}} g_{i}$ is added to $h_{\ell-1}$. Besides, the preceding reduction step cannot have produced another term which is greater than $X_{i} \boldsymbol{X}_{\left\{j_{\ell}\right\}}$ because all terms in $\boldsymbol{X}_{\left\{j_{\ell-1}\right\}} g_{i}$ except its leading term $X_{i} \boldsymbol{X}_{\left\{j_{\ell-1}\right\}}$, which cancels out, have total degree $\geq 2$ and consist only of indeterminates smaller than $X_{i}$. Analogously, in step $\ell,\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|+1 \leq \ell \leq\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|+\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|$, the polynomial $h_{\ell-1}$ is reduced by $g_{j}$. So after $a_{1}=\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|+\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|$ steps, we have

$$
\begin{aligned}
& h_{a_{1}}=X_{j}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
|K|=s}} \boldsymbol{X}_{K}\right) \\
& +\sum_{j_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{j}\right)} \mathbf{X}_{\left\{j_{\ell}\right\}} g_{i}+\sum_{i_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{i}\right)} \boldsymbol{X}_{\left\{i_{\ell}\right\}} g_{j} \\
& =X_{j}\left(\sum_{s=2}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=2}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
|K|=s}} \boldsymbol{X}_{K}\right) \\
& +\left(\sum_{j_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{j}\right)} \boldsymbol{X}_{\{j \ell\}} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
J \neq \emptyset}} \boldsymbol{X}_{J}\right) \\
& +\left(\sum_{i_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{i}\right)} \boldsymbol{X}_{\left\{i_{\ell}\right\}} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
K \neq \emptyset}} \boldsymbol{X}_{K}\right) .
\end{aligned}
$$

But all terms of the last two parts in the sum with total degree of 2 cancel out, leaving

$$
\begin{equation*}
h_{a_{1}}=X_{j}\left(\sum_{s=2}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=2}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\|K|=s}} \mathbf{X}_{K}\right) \tag{11}
\end{equation*}
$$

$$
\begin{align*}
& +\left(\sum_{j_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{j}\right)} \mathbf{X}_{\left\{j_{\ell}\right\}} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J| \geq 2}} \boldsymbol{X}_{J}\right) \\
& +\left(\sum_{i_{\ell} \in \operatorname{supp}\left(\boldsymbol{m}_{i}\right)} \boldsymbol{X}_{\left\{i_{\ell}\right\}} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
|K| \geq 2}} \boldsymbol{X}_{K}\right) . \tag{12}
\end{align*}
$$

Obviously, the second part of $h_{a_{1}}$ given by (12) consists of monomials whose total degree is greater than three involving only indeterminates greater than $X_{k}$. Thus all terms in the first part of $h_{a_{1}}$ defined by (11) with total degree of three are greater than all terms in (12). Hence, the next $\binom{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}{2}$ leading terms of $h_{a_{1}}$ are
$X_{i} \boldsymbol{X}_{\left\{j_{1}, j_{2}\right\}}, X_{i} \boldsymbol{X}_{\left\{j_{1}, j_{3}\right\}}, \ldots, X_{i} \boldsymbol{X}_{\left\{j_{1}, j_{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}\right.}, X_{i} \boldsymbol{X}_{\left\{j_{2}, j_{3}\right\}}, \ldots, X_{i} \boldsymbol{X}_{\left\{j_{2}, j_{\left.\left|\operatorname{supp}\left(\boldsymbol{m}_{\boldsymbol{j}}\right)\right|\right\}}\right.}$,
$X_{i} \boldsymbol{X}_{\left\{j_{3}, j_{4}\right\}}, X_{i} \boldsymbol{X}_{\left\{j_{3}, j_{5}\right\}}, \ldots, X_{i} \boldsymbol{X}_{\left\{j_{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}-1, j_{\left.\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|\right\}}\right.}$.
As before, the generator $g_{i}$ is used in the reduction steps. If the current leading term is $X_{i} \boldsymbol{X}_{\left\{j_{r}, j_{s}\right\}}$, the polynomial $\boldsymbol{X}_{\left\{j_{r}, j_{s}\right\}} g_{i}$ is subtracted producing new terms that are greater than the terms in the list (13). To continue in this fashion, set $|\operatorname{supp}(\boldsymbol{m})|=\max \left\{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|,\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|\right\}$ and $\bar{\ell}=\min \left\{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|,\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|\right\}$, and put

$$
a_{\ell}= \begin{cases}\sum_{s=1}^{\ell}\binom{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}{s}+\sum_{s=1}^{\ell}\binom{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}{s}, & \text { if } \ell \leq \bar{\ell} \\ a_{\bar{\ell}}+\sum_{s=\bar{\ell}+1}^{\mid \operatorname{supp}) \mid}\binom{|\operatorname{supp}(\boldsymbol{m})|}{s}, & \text { if } \ell>\bar{\ell}\end{cases}
$$

Then after $a_{\ell}$ steps all polynomials of the form $\boldsymbol{X}_{K} g_{i}$ and $\boldsymbol{X}_{J} g_{j}$ with $|K| \leq \ell$ and $|J| \leq \ell$ have been added to $h_{0}$ during the reduction steps, i.e.,

$$
\begin{aligned}
h_{a_{\ell}}= & X_{j}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \text { supp }\left(\boldsymbol{m}_{j}\right) \\
|K|=s}} \boldsymbol{X}_{K}\right) \\
& +\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
|K| \leq \ell}} \boldsymbol{X}_{K} g_{i}+\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J| \leq \ell}} \boldsymbol{X}_{J} g_{j} \\
= & X_{j}\left(\sum_{s=\ell+1}^{\left(\underset{\operatorname{supp}\left(\boldsymbol{m}_{i}\right) \mid}{ } \sum_{\substack{J \subseteq \text { supp }\left(\boldsymbol{m}_{i}\right) \\
|J|=s}} \boldsymbol{X}_{J}\right)+X_{i}\left(\sum_{s=\ell+1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \text { supp }\left(\boldsymbol{m}_{j}\right) \\
|K|=s}} \boldsymbol{X}_{K}\right)}\right.
\end{aligned}
$$

$$
+\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\|K| \leq \ell}} \boldsymbol{X}_{K} \sum_{|J|>\ell} \boldsymbol{X}_{J}+\sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\|J| \leq \ell}} \boldsymbol{X}_{J} \sum_{|K|>\ell} \boldsymbol{X}_{K} .
$$

In this way, we arrive at

$$
\begin{align*}
h_{s_{t o t a l}} & =h_{0}+\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|} \sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right) \\
|K|=s}} \boldsymbol{X}_{K} g_{i}+\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|} \sum_{\substack{J \subseteq \operatorname{supp}\left(\boldsymbol{m}_{i}\right) \\
|J|=s}} \boldsymbol{X}_{J} g_{j} \\
& =h_{0}+\sum_{\substack{K \subseteq \operatorname{supp}\left(\boldsymbol{m}_{j}\right), K \neq \emptyset}} \mathbf{X}_{K} g_{i}+\sum_{\substack{J \subseteq \operatorname{supp}^{J \neq \emptyset}\left(\boldsymbol{m}_{i}\right),}} \mathbf{X}_{J} g_{j}, \tag{14}
\end{align*}
$$

where $s_{\text {total }}$ denotes the total number of steps. Comparing (9) with (14) yields $h_{s_{\text {total }}}=h_{0}+h_{0}=0$. Moreover, the total number of steps is

$$
\begin{aligned}
s_{\text {total }} & =\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}\binom{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}{s}+\sum_{s=1}^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}\binom{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}{s} \\
& =\left(2^{\left|\operatorname{supp}\left(\boldsymbol{m}_{i}\right)\right|}-1\right)+\left(2^{\left|\operatorname{supp}\left(\boldsymbol{m}_{j}\right)\right|}-1\right)
\end{aligned}
$$

So far we have only considered binary linear codes. The situation is somewhat different when the underlying field $\mathbb{K}$ has characteristic $\neq 2$. If $\operatorname{char}(\mathbb{K})=$ 0 , then the standard basis is $\mathcal{S}=\left\{X_{1}, \ldots, X_{k}, X_{k+1}, \ldots, X_{n}\right\}$ since $X_{i} \in I=$ $I_{\mathcal{C}}^{\prime} \operatorname{Loc}_{>}\left(\mathbb{F}_{2}[\boldsymbol{X}]\right)$ for all $i=1, \ldots, n$. This follows from the fact that $\left(X_{i}-p_{i}\right)^{p}-1$ lies in $I$ and can be written as a product of $X_{i}$ and a unit in $\operatorname{Loc}_{>}\left(\mathbb{F}_{2}[\boldsymbol{X}]\right)$, where the $p_{i}$ denote the coordinates of the point translated to the origin.

Example 5.4. The binary [7,4] Hamming code $\mathcal{C}$ has the generator matrix

$$
\mathbf{G}=\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1
\end{array}\right)
$$

In terms of the negative degree lexicographic order on $\mathbb{F}_{2}[\boldsymbol{X}]$, the ideal $I=$ $I_{\mathcal{C}}^{\prime} \mathrm{Loc}_{>}\left(\mathbb{F}_{2}[\boldsymbol{X}]\right)$ has the standard basis

$$
\begin{array}{ll}
X_{5}^{2}, & X_{1}-X_{5} X_{6} X_{7}-X_{5} X_{6}-X_{5} X_{7}-X_{6} X_{7}-X_{5}-X_{6}-X_{7}, \\
X_{6}^{2}, & X_{2}-X_{5} X_{6}-X_{5}-X_{6} \\
X_{7}^{2}, & X_{3}-X_{5} X_{7}-X_{5}-X_{7} \\
& X_{4}-X_{6} X_{7}-X_{6}-X_{7}
\end{array}
$$
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