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Preface

This collection contains short and work-in-progress papers presented at the 9th International Sym-
posium on Symbolic Computation in Software Science, SCSS 2021.

Symbolic Computation is the science of computing with symbolic objects (terms, formulae, pro-
grams, representations of algebraic objects etc.). Powerful algorithms have been developed during the
past decades for the major subareas of symbolic computation: computer algebra and computational logic.
These algorithms and methods are successfully applied in various �elds, including software science,
which covers a broad range of topics about software construction and analysis.

The purpose of the International Symposium on Symbolic Computation in Software Science – SCSS
is to promote research on theoretical and practical aspects of symbolic computation in software science,
combined with modern arti�cial intelligence techniques.

SCSS 2021 was organized at the Research Institute for Symbolic Computation (RISC) of the Jo-
hannes Kepler University Linz. Due to the COVID-19 pandemic, the symposium was held completely
online.

The SCSS program featured a keynote talk by Bruno Buchberger (Johannes Kepler University Linz)
and three invited talks given by Tateaki Sasaki (University of Tsukuba), Martina Seidl (Johannes Kepler
University Linz), and Stephen M. Watt (University of Waterloo). The symposium received 25 submis-
sions with contributing authors from 17 countries. These submissions have been divided into two tracks:
16 in the category of regular papers and tool/dataset descriptions, and nine in the category of short and
work-in-progress papers. Twenty PC members and 15 external reviewers took part in the refereeing
process, after which 10 regular / dataset papers and 9 short contributions have been accepted for the
presentation at the symposium. The accepted regular and tool/dataset papers have been included in a
volume of Electronic Proceedings in Theoretical Computer Science (EPTCS). This technical report con-
tains short and work-in-progress papers presented at the symposium. In addition to the main program, a
special session on Computer Algebra and Computational Logic has been held.

I thank the keynote and invited speakers, Program Committee, and all the participants for contributing
to the success of the symposium. The EasyChair conference management system has been a very useful
tool for PC work, and the technical support team at RISC greatly contributed to running the conference
smoothly.

Temur Kutsia
Program Chair of SCSS 2021
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Abstract. Systems that rely on Face Detection have gained great importance ever, since large-
scale databases of thousands of face images are collected from several sources. Thus, the use of
an outperforming face detector becomes a challenging problem. Different classi�cation frame-
works have been studied and applied for face detection. However, such models involve large
scale datasets, which requires huge memory and enormous amount of training time. There-
fore, in this paper we investigate the performance of different feature extraction methods, then
incrementally projecting data in low variance directions. Extensive tests on human faces, and
comparative experiments need to be carried out to �nd the best combination for accurate human
face detection framework.

1 Introduction

For the past few decades, Human Face Detection (HFD) has been a hot topic in machine learning
and computer vision. It has been considered as a fundamental step for face understanding and
analysis tasks, particularly for cognitive vision applications.

In fact, face detection is a key stone in all authentications and security systems. It has brought
many bene�ts to users, such as, improving security and automated identi�cation. For example,
thanks to HFD, transactions has become more secure than using credit. HFD has an impact in
�ghting crimes, by allowing the detection and identi�cation of criminals within a crowd, and track
them. Besides, HFD is an important phase to be used in airports to check travelers' identities by
using face-scanning. Thus we can easily and reliably control access to sensitive areas.

The main contribution of our research project is to build a novel framework for HFD based on
incremental Covariance-guided One-class Support Vector Machine (iCOSVM) for data classi�ca-
tion. The used classi�er takes advantage of the incremental strategy while emphasizing the low
variance directions in order to minimize target dispersion and improve classi�cation performance.
This phase is preceded by a feature extraction process. Besides, it is not trivial to �nd the most
convenient model for feature extraction. Thus, we intend to study the effectiveness of Histogram of
Oriented Gradients (HOG) and Local Binary Pattern (LBP) for human features extraction.

https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/


2 Incremental One-Class Framework for Human Face Detection

The remaining paper is structured as follows: Section 2 presents a brief literature review of the
different proposed methods for face detection on single images. Section 3 discusses the phases of
our framework. An experimental evaluation is conducted on MIT-CBCL database and presented in
Section 4. Finally, conclusion and future directions are outlined in Section 5.

2 Related Works

HFD is one the research focuses in computer vision. It has been applied to solve several critical
problems related to face analysis such as face analysis, such as, face veri�cation and recognition,
target tracking, etc... Works on automated HFD can be traced back to more than 50 years ago
[9]. Yet, researchers have successfully worked for the improvement of the proposed algorithms and
techniques.

In [8], it has been shown that applying HOG with SVM classi�cation performance achieves the
highest results in terms of accuracy, precision and sensitivity. These results were strengthened in [6]
where different types of images were used to compare HOG against other state-of-the-art feature
extractors. HOG was proven to be fast and accurate in detecting human faces in images.

Another face detector scheme was introduced[1]. The proposed model is based on LBP feature
extraction method. The fundamental contribution of the method is the relative position of of the
threshold pixel to the coding pixel of the original LBP are spaced on a circle or an ellipse that is
centered at a threshold pixel. However, there are no similar constraints on the threshold pixel and
coding pixel of the newly proposed method.

A fusion of HOG and LBP was successfully performed in [5] and [7]. In spite of the challenging
conditions from one used dataset to another, the method showed a high ef�ciency.

Once useful features are extracted from face images, a classi�cation algorithm have to be ap-
plied. For instance, we can use Convolutional Neural Network (CNN), Arti�cial Neural Network
(ANN), Random Forests, Support vector Machines (SVM) and many other algorithms. Yet, SVM
has become widely and successfully used for human face detection[3]. Thanks to the structural risk
minimization, the expected generalization error is limited.

3 Face Detection Framework

Our model is composed of two main parts : (1) feature extraction and (2) data classi�cation. Each
phase will be described in the following subsections.

3.1 Feature Extraction

Due to enlargement of image size, taking out the most relevant information has become crucial
phase in computer vision. Feature Extraction means extracting various features of the image with
the aim of ignoring noises that may lead to miss-classi�cation. Many Feature Extraction techniques
were used in different �eld, among these methods we can cite HOG and LBP.

HOG feature descriptor is a fast and effective feature extraction method . As presented in [2],
HOG method starts with dividing image into small cells, 4� 4 for example. These cells are used to
compute the edge directions where each pixels of the considered region is assumed to a variable for
edge orientation and associated with gradient element. To get the histogram, we need to calculate
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horizontal and vertical gradients through �ltering image using kernel �lters. Then, the magnitude
and the direction of the gradients are calculated. The next step in HOG is to create histogram from
these gradients, using the orientation and direction of each cell. Subsequently, after grouping the
cells together into connected blocks and normalizing them, we have to concatenate all histogram
values to obtain HOG features.

From another side, LBP is a powerful feature extractor, used as local structures descriptor. It
dictates that every block of 3� 3 window is processed separately, and every pixel of an image is
labeled using a threshold of center of matrix block compared to 8 neighbors. In matrix of 3� 3
window, every neighbor of threshold will take a binary value, it takes 1 if his values equals or
exceeds than the central value. Otherwise, it takes 0. Due to problems related to scale structures,
LBP operator was extended to take different size of neighborhoods, assigning for every block a
circle with a different radius. Based on new generated images, we extract the histogram of each
region then we create a new and bigger histogram through concatenating each histogram of each
grid.

3.2 Classi�cation

In our proposed framework we used for the classi�cation phase the incremental Covariance guided
One-Class Support Vector Machine (iCOSVM). The main idea of iCOSVM is to take into con-
sideration the covariance matrixD and add it to the dual optimization problem. A key value used
h 2 [0;1] to get the balance between the contributions of the kernel matrix K and the covariance
matrix to the objective function, so the optimization problem will be:

min
a

W(a ;b) =
1
2

a T(hK + ( 1� h )D)a � b(1�
N

å
i= 1

a i) (1)

s:t: 0 � a i �
1

vN
= C;

N

å
i= 1

a i = 1 (2)

where,D= K(I � 1N)KT , v 2 (0;1] represent a key that controls the fraction of outliers,C penalty
weight,K(xi ;x j ) = < f (xi); f (x j ) >; 8i; j 2 f 1;2; ::::;Ng is a kernel matrix anda are the Lagrange
multipliers.

Both the kernel matrixK and the covariance matrixD are positive de�nite. Therefore, the pro-
posed method still results in a convex optimization problem. Thus, the solution to this optimization
problem will have one global optimum solution and can be solved ef�ciently using a mathematical
method. Karush-Kuhn-Tucker (KKT) conditions are among the most important theoretical opti-
mization methods. The key of our method is to construct a solution recursively, by adding one point
at a time, and retain the KKT conditions on all previously acquired data.

4 Experimental Results

To evaluate the effectiveness of our framework, we used the MIT-CBCL dataset. It consists of 2901
images of faces and 28121 images of non-faces of size 19� 19 pixels. The dataset is divided into a
training set containing 2429 faces and 4548 non-faces and a test set containing 472 faces and 23573
non-faces. The performance of the iCOSVM was compared to SVM-based methods, namely, the
the incremental OSVM and the incremental Support Vector Data Description. For the kernelization,
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Feature extraction Classi�er F-score Recall FNR (%)

HOG

iSVDD 0.658 0.490 51.00
iOSVM 1.00 1.00 0.00

iCOSVM 1.00 1.00 0.00

LBP

iSVDD 0.875 0.777 22.3
iOSVM 0.992 1.00 0.00

iCOSVM 0.998 1.00 0.00

HOG-LBP

iSVDD 0.7937 0.6580 34.2
iOSVM 0.9901 1.00 0.00

iCOSVM 1.00 1.00 0.00

Table 1: Comparison of Feature extraction methods using different classi�ers

the RBF kernel is used. To make sure that our results are not coincidental or overoptimistic, we
used a 10-fold cross-validation process. Besides, as performance metrics, we computed the F-score
the Hit Rate, and the False Negative Rate (FNR).

Table 1 contains the average F-Score and Hit-Rate values obtained for each classi�er with dif-
ferent face extraction methods, i.e. HOG, LBP and HOG&LBP, on the human faces datasets. As we
can see, iCOSVM provides signicantly better results by averaging over 10 different models. This
strengthens our claim that by emphasizing the low variance directions with the incorporation of the
covariance matrix, iCOSVM can indeed lead to improved performance. The iSVDD gives almost
the worst metrics values, as SVDD and its derivatives are constructed to give the better separation.

As far as the feature extraction methods are considered, we can notice that LBP is the most
convenient feature extraction method to be used with iSVDD, since it improves the F-score and the
Recall values, and reduces the FNR. However, the HOG-LBP fusion does not enhance the detection
accuracy of iOSVM and iCOSVM, and the best performance measures are obtained with HOG
feature extraction method, which needs to be further investigated.

In fact, each descriptor processes in a different manner and produces a different output, even
though they are both based on the gradient information. HOG proves very effective when it comes
to capturing the outlines and angles. LBP on the other hand uses 8 directions for each pixel and
generates a 256 bin histogram representing the pixel distribution of the input image. The concate-
nation of the LBP and HOG generated vectors is a solution to form a single feature pool, but a curse
of dimensionality appears and needs to be resolved.

5 Conclusion

In this paper, we have shown that the incremental Covariance-guided One-class Support Vector Ma-
chine (iCOSVM) is a good choice for face detection. Besides, we tested different feature extraction
methods to analyze their effects on the classi�er performance. It is assumed that HOG method is
the most convenient for iOSVM and iCOSVM. Whereas, iSVDD performs better when combined
with LBP.
The proposed framework can be used as the �rst component of a reliable surveillance system,used
to identify faces and track targets and improve national security. Besides, to ensure that our system
performs as expected, we intend to use reliable machine learning techniques [4].
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Abstract. In this work we present an ongoing project on the improving of a previous symbolic
computation algorithm computing discrete vector �elds on �nite topological spaces. To this aim, we
consider different strategies to choose each one of the possible vectors at each step of the algorithm
and we apply some reinforcement learning techniques.

1 Introduction

A �nite topological space(or simply a�nite space) is a topological space with �nitely many points.
Finite spaces and �nite preordered sets are basically the same objects considered from different perspec-
tives [1]. The study of homotopical invariants can be restricted to the class of �niteT0-spaces, since any
�nite topological space is known to be homotopy equivalent to a �niteT0-space [17]. FiniteT0-spaces
correspond to �nite partially ordered sets or posets. Given a �niteT0-spaceX, the incidence matrix cor-
responding to the order relation of its associated poset and the adjacency matrix of the Hasse diagram
H (X) are calledtopogenous matrixandStong matrixof the space, respectively.

In [6], some algorithms and programs to compute topological invariants of �nite spaces have been
presented, which are based on new developed constructive versions of theoretical results [4, 11]. In
particular, a new module for the Kenzo symbolic computation system [7] was developed allowing the
computation of homology groups of h-regular spaces without constructing the order complex associated
with the poset, by de�ning a chain complex directly from the �nite space. Moreover, our new Kenzo
module includes an algorithm to determine homologically admissible Morse matchings on �nite spaces,
in order to use the Minian's version of discrete Morse theory. AMorse matching Mon a �nite spaceX
is a set of edges of its Hasse diagram where no edges share a common vertex and such that the directed
graphH (X), modi�ed by reversing the orientation of the edges inM, is acyclic. If a Morse matching
satis�es the property of beinghomologically admissible(see [11] for details), the homology ofX can be
determined by means of a chain complex smaller than the canonical one associated to the �nite space
generated by thecritical points of the matching, which are the elements ofX that are not incident to any
edge inM. A Morse matching on a �nite space can also be seen as adiscrete vector �eld[14] on the
associated chain complex. Then, the longer the Morse matching is, the smaller the number of generators
we need to describe a chain complex to compute homology by means of the critical complex is.

� Partially supported by the Spanish Ministry of Science, Innovation and Universities, projects MTM2017-88804-P and
PID2020-116641GB-I00.
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In this work, we try to improve the algorithms presented in [6] by studying different strategies and
methods to maximize the size of a discrete vector �eld. To this aim, we �rst consider 25 different
strategies to choose which vector should be added in each step of the Morse matching algorithm. We also
try some reinforcement learning techniques such as Q-learning and MCTS. The code and the experiments
of our work can be found at:

https://github.com/jodivaso/Q_Learning_MCTS_DVF

2 Strategies for computing discrete vector �elds on �nite spaces

In our algorithm for computing Morse matchings on �nite topological spaces presented in [6], we search
for homologically admissible edges such that the set of such edges does not contain cycles in the modi�ed
Hasse diagram of the poset associated to the �nite space. In this searching, we go through the columns
and the rows of the Stong matrix in ascending order (an edge in the Morse matching, or a vector in the
associated chain complex, corresponds to an element equal to 1 in the Stong matrix). The algorithm
�nishes when it is not possible to add a new edge to the matching satisfying the desired property, so that
the corresponding discrete vector �eld is maximal. However, a different vector �eld could exist with a
bigger size (the problem of �nding a vector �eld of maximal length is dif�cult for big spaces).

In order to improve our algorithm and try to �nd Morse matchings on a �nite space as big as possible,
we have decided to consider differentstrategiesto sort rows and columns of the Stong matrix, and
compare them analyzing if there exist remarkable differences between the size of the discrete vector �elds
obtained in each case. We have considered �ve different strategies to sort a list of elements in a �nite
T0-space::standard(in ascending order, the one used in our initial implementation of the algorithm),
:indegree(sorted by the number of “head ends” adjacent to each vertex),:reverse-indegree(reverse
order to the previous one),:outdegree(sorted by the number of “tail ends” adjacent to a vertex), and
:reverse-outdegree(reverse order to the previous one).

The strategies considered above have been tested in random �nite h-regular spaces of different sizes
between 10 and 100 elements. On each one of these spaces, we have computed 25 discrete vector �elds
in Kenzo by using the �ve strategies in order to sort the column and row indexes of the Stong matrices. In
these experiments we have observed that the strategy:outdegree - :reverse-outdegree(that is, considering
outdegree order for column indexes and reverse-outdegree for row indexes) predominates over the others,
obtaining the maximum of all strategies in 81.5% of all spaces. The second best strategy is:outdegree -
:indegree(maximum in 68% of all cases) and the third one is:outdegree - :standard(65%). We can also
observe that there is not a unique strategy which performs well in all cases and, moreover, in most of the
�nite spaces we have considered, the different strategies have produced discrete vector �elds with low
difference between their lengths.

3 Application of Q-learning algorithm

After trying the different strategies to compute discrete vector �elds on �nite topological spaces intro-
duced in the previous section and seeing that there is not a unique strategy which performs the best in
all spaces, we have tried to improve our symbolic computation algorithm by means ofmachine learning
methods. Due to the type of problem we are studying, we have focused on the so-calledreinforce-
ment learning. Machine learning methods have already been applied in other computer algebra prob-
lems [3, 13, 16].

https://github.com/jodivaso/Q_Learning_MCTS_DVF
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Reinforcement learning is a type of machine learning technique where the key point of is to establish
a suitable reward system. That is, when the process has reached a concrete state and it has to select a
possible action in order to continue, a reward is applied, which depends on the pro�t obtained after the
corresponding change of state. In particular, we use theQ-learningalgorithm [18], which is a particular
case of reinforcement learning. This algorithm requires the de�nition ofstates(the possible situations
which can be encountered),actions(transitions from one state to another state) and (positive or nega-
tive) rewardsreceived after each transition. More concretely, the Q-learning algorithm is based on the
construction of aQ-table, which is a matrix where we have a row for every state and a column for ev-
ery action. It is �rst initialized to 0, and then values are updated after training, taking into account the
rewards obtained. The process oftraining is done by iterating a sequence of actions starting from the
initial state, combiningexploration(choosing a random action) andexploitation(choosing actions based
on already learned Q-values). For each state (each row in the table), the best action is supposed to be the
one with the highest value in the corresponding column of the Q-table. See [18] for more details.

In our problem, we have chosen to use the Python library for reinforcement learningGym[12]. We
construct a new class calledDVFMatrixEnvwhich implements the interfacegym.Env, which represents
a learningenvironment . This interface requires the de�nition of a set ofstates and a set ofactions ,
and the implementation of four methods:init , reset , render andstep . The most important method
is step , which, for an input pair of state and action, returns a new state, a reward and a boolean variable
calleddonewhich determines if the problem ends or not after applying the action.

The input data to construct an environment of typeDVFMatrixEnv is the Stong matrix of the �nite
T0-space where we want to compute a discrete vector �eld. The elements of the set of actions are the
possible vectors we can select in the space. Then, a state represents a set of possible vectors (some of the
sets are not valid, but this will be speci�ed in the algorithm by means of a negative reward). The number
of possible states is 2numberOfActions. Both actions and states are represented as numbers. The initial state
is 0. Once we have de�ned our environment, we perform the training of the Q-learning algorithm with a
given number of repetitions. After a high number of iterations, the Q-table allows one to de�ne a good
process to obtain a Morse matching as big as possible.

We have tested the method on some of the random examples studied in the previous section. In all
the cases where the algorithm works, the Q-learning technique has provided us satisfactory results. That
is, for each space, the vector �eld we obtained by using this approach has the same number of vectors as
the best one obtained by applying the strategies given in Section 2. Nevertheless, the size of the Q-table
results to be an evident problem to be treated. In fact, we have only tested satisfactorily the Q-learning
technique in 13 spaces; for other spaces, the Q-table cannot be built. It is a common drawback of this type
of machine learning and there exist some well-studied alternatives to avoid it, such as the one studied in
the next section.

4 Monte Carlo tree search

Monte Carlo tree search (MCTS) is a heuristic search algorithm for some kinds of decision processes.
It is commonly used in the �eld of game theory as a method to solve a game tree by analysing the most
promising movements. In fact, MCTS has proved to be very competitive in deterministic games with
large branching factors for many years. One of the most famous applications is the AlphaGo program,
in which a neural network combined with MCTS beat a professional human Go player in 2015.

In our problem, we can see the different possibilities for selecting the vectors as a search tree: each
node is a 1 of the Stong matrix that can be chosen in a concrete step; branches correspond to the sequence
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of vectors that have been selected. The �nal goal is to get a branch as large as possible.
Essentially, MCTS is a smart search, since in each step it accumulates value estimates to guide

towards highly rewarding trajectories in the search tree. In other words, MCTS focuses on nodes that are
more promising, avoiding applying brute force algorithms (like minimax), which are unfeasible over big
state spaces. More concretely, each MCTS iteration consists of four steps: selection (choose a promising
nodep that can be expanded), expansion (create one or several child nodes ofp, one for each possible
action at that point), simulation (choose one of those child nodes and apply random decisions until �nish)
and backpropagation (use the result of the simulation to update the information of the tree).

We have implemented a MCTS version based onGym. To balance explorationvs.explotation, in the
selection phase we employed the UCB formula (Upper Con�dence Bound, see [2, 9]):vi + c

p
log(N)=ni ,

wherevi is the value estimate of the node,N the number of visits of the parent node,ni the number of
visits of the node andc is the exploration hyperparameter, which theoretically is equal to

p
2 but can be

empirically chosen depending on the problem to strengthen exploration or explotation. That is, the UCB-
value of a node decreases in the number of visits (exploration) and increases in node's value (exploit).
Thus, UCB permits tosort the nodes: nodes with a high UCB-value are more promising or need to be
explored. In order to avoid prioritizing nodes that have never been visited (otherwise, a non-visited node
has¥ as UCB-value and will always have higher priority over an already visited one), we decide to give
parent's UCB-value to a non-visited node. The simulation step consists of randomly choosing vectors
until reaching a state in which no more admissible vectors can be added. The reward is the number of
vectors that we reached (the depth of the branch). That information is backpropagated to the tree and
the UCB-values of each node are updated. MCTS permits to handle big spaces, since there is no need
to create a Q-table. It can give a result immediately and indeed, MCTS improves its result with more
time. It is a decision process which applies random actions over the most promising nodes, and the
information obtained from the simulation is used to update the list of the most promising nodes (based
on the UCB-value). At the end, the best decision is the one with higher reward, in our case, the largest
branch.

The algorithm essentially requires as input the Stong matrix of the �nite space and the number of
MCTS iterations (also named as playouts) that one wants to perform. Our �rst experiments show that
MCTS obtains the same or more vectors than applying any of the 25 strategies and the Q-learning al-
gorithm in 80% of all spaces, with no need to explore the whole tree and performing better than a pure
iterated random strategy. Concretely, by using MCTS we obtain the same number of vectors in 42% of
cases and more vectors in 37.5% of spaces.

5 Conclusions and further work

This work presents some improvements that we carried out over a symbolic computation algorithm for
computing Morse matchings on �nite topological spaces, concretely on how to select vectors to maximize
the size of a discrete vector �eld. We �rst studied 25 different strategies to choose which vector should
be added. We also tried techniques that are usually employed in reinforcement learning contexts, such as
Q-learning and MCTS. The initial experiments show promising results. We plan to extend this work by
employing deep Q-learning, which uses neural networks to approximate the Q-table, and also combine
it with MCTS. In addition, further work is necessary to optimize the implementation of the algorithms
(for instance, to avoid recalculations and to exploit parallelism) and tune appropriately the parameters,
hyperparameters and rewards to get a fast and good result.
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1 Brief overview

Pr Log [11] is a rule-based system that supports programming with individual, hedge, function and
context variables. It extends Prolog with rule-based programming capabilities to manipulate sequences
of terms, also known ashedges. The four kinds of variables help to traverse tree forms of expressions
both in horizontal and vertical directions, in one or more steps. It facilitates to have expressive pattern
matching that often helps to write short and intuitive code.

Another important feature of Pr Log is the use of strategies. They provide a mechanism to control
complex rule-based computations in a highly declarative way. With the help of strategies, the user
can combine simpler transformation rules into more complex ones. In this way, Pr Log conveniently
combines the whole Prolog power with rule-based strategic programming features.

Pr Log is based onr Log calculus [17], where the inference system basically is the SLDNF-resolution
with normal logic program semantics [14]. It has been successfully used in the extraction of frequent
patterns from data mining work�ows [20], XML transformation and web reasoning [7], modeling of
rewriting strategies [9] and access control policies [18], etc.

Ther Log calculus has been in�uenced by ther -calculus [4, 5], which, in itself, is a foundation for
the rule-based programming system ELAN [2]. There are some other languages for programming by
rules, such as, e.g., ASF-SDF [3], CHR [12], Maude [6], Stratego [21], Tom [1]. Ther Log calculus
and, consequently, Pr Log differs from them, �rst of all, by its pattern matching capabilities. Besides,
it adopts logic programming semantics (clauses are �rst class concepts, rules/strategies are expressed as
clauses) and makes a heavy use of strategies to control transformations. Earlier works aboutr Log and
its implementation in Mathematica include [16, 19, 15].

Pr Log is available athttps://www.risc.jku.at/people/tkutsia/software/prholog .

2 The Pr Log language

We write Pr Log constructs intypewriter font. They areterms(including a special kind of terms, called
contexts) and hedges. These objects are constructed from function symbols without a �xed arity (so
called unranked or variadic function symbols), a special constanthole (called thehole), and individual,
functional, context and hedge variables. These variables are denoted by the identi�ers whose names start
respectively withi_ ; f_ ;c_, andh_ (e.g.,i_X ; f_X;c_X;h_X). Termst and hedgesh are constructed in
a standard way:

t ::= hole j i Xj f (h) j f X(h) j c X(t ) (terms)
h ::= eps j t j h Xj (h;h) (hedges)

https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/
https://www.risc.jku.at/people/tkutsia/software/prholog
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wheref is a function symbol andeps stands for the empty hedge and is omitted whenever it appears as a
subhedge of another hedge. Acontextis a term with a single occurrence of thehole constant. Applica-
tion of a contextCto a termt is a term derived by replacing the hole inCwith t . For instance, applying
f(i_X,g(i_Y,hole),a) to g(b,hole) gives another contextf(i_X,g(i_Y,g(b,hole)),a) , while
applying it tog(b,c) gives a non-context termf(i_X,g(i_Y,g(b,c)),a) .

A substitutionis a mapping from individual variables to hole-free terms, from hedge variables to
hole-free hedges, from function variables to function variables and symbols, and from context variables
to contexts, such that all but �nitely many individual, sequence, and function variables are mapped to
themselves, and all but �nitely many context variables are mapped to themselves applied to thehole .
This mapping can be extended to terms and hedges in the standard way. For instance, for a substitution
s = {c_Ctx 7! f(hole), i_Term 7! g(h_X) , f_Funct 7! g, h_Hedge17! eps, h_Hedge27! (b,c)} and
a hedgeh= (c_Ctx(i_Term),f_Funct(h_Hedge1,a,h_Hedge2)) , by applyings to h we get the
hedges (h) = (f(g(h_X)),g(a,b,c)).

Matching problemsare pairs of hedges, one of which is ground (i.e., does not contain variables).
Such matching problems may have zero, one, or more (�nitely many) solutions, called matching sub-
stitutions ormatchers. For instance, the hedge(h_1,f(i_X),h_2) matches(f(a),f(b),c) in two
different ways: one by the matcher{h_17! (),i_X 7! a,h_27! (f(b),c)} and other one by the matcher
{h_17! f(a),i_X 7! b, h_27! c}. Similarly, the termc_X(f_Y(a)) matches the termf(a,g(a)) with
the matchers{c_X7! f(hole,g(a)),f_Y 7! f} and{c_X7! f(a,g(hole)),f_Y 7! g}. Matching is the
main computational mechanism in Pr Log.

Instantiations of sequence and context variables can be restricted by regular hedge and regular context
languages, respectively. We do not go into the details of this feature of Pr Log matching here.

A r Log atom(r -atom) is a quadruple consisting of a hole-free termst (a strategy), two hole-free
hedgesh1 andh2, and a set of regular constraintsRwhere each variable is constrained only once, written
as st :: h1 ==> h2 where R . Intuitively, it means that the strategyst transformsh1 to h2 when
the variables satisfy the constraintR. We call h1 the left hand side andh2 the right hand side of this
atom. WhenR is empty, we omit it and writest :: h1 ==> h2 . The negated atom is written as
st :: h1 =\=> h2 where R . A r Log literal (r -literal) is ar -atom or its negation. A Pr Log clause
is either a Prolog clause, or a clause of the formst :: h1 ==> h2 where R :- body (in the sequel
called ar -clause) wherebody is a (possibly empty) conjunction ofr - and Prolog literals.

A Pr Log programis a sequence of Pr Log clauses and aqueryis a conjunction ofr - and Prolog
literals. There is a restriction on variable occurrence imposed on clauses:r -clauses and queries can
contain onlyr Log variables, and Prolog clauses and queries can contain only Prolog variables. If a
Prolog literal occurs in ar -clause or query, it may contain onlyr Log individual variables that internally
get translated into Prolog variables.

3 Inference and strategies

Pr Log execution principle is based on depth-�rst inference with leftmost literal selection in the goal.
If the selected literal is a Prolog literal, then it is evaluated in the standard way. If it is a Pr Log
atom of the formst :: h1 ==> h2 , due to the syntactic restriction called well-modedness (formally
de�ned in [9]), st and h1 do not contain variables. Then a (renamed copy of a) program clause
st' :: h1' ==> h2' :- body is selected, such that the strategyst' matchesst and the hedgeh1'
matchesh1 with a substitutions . Next, the selected literal in the query is replaced with the conjunc-
tion s (body); id :: s (h2' ) ==> h2, whereid is the built-in strategy for identity: it succeeds iff its
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right-hand side matches the left-hand side. Evaluation continues further with this new query. Success
and failure are de�ned in the standard way. Backtracking explores other alternatives that may come from
matching the selected query literal to the head of the same program clause in a different way (since con-
text/sequence matching is �nitary, see, e.g., [8, 13]), or to the head of another program clause. Negative
literals are processed by negation-as-failure.

When instead of the exact equality one uses proximity as in [10], then in place ofid , Pr Log in-
troduces another built-in strategy in the new query:prox (l ), which succeeds if iff its right-hand side
matches the left-hand side approximately, at least with the degreel .1 Proximity relations indicate by
which degree two expressions are close to each other, where the degree is a real number in[0;1]. Prox-
imity with degree 1 means that the terms are equal, while degree 0 means that they are distinct. Hence,
id can be seen as an abbreviation ofprox (1). Proximity is a fuzzy re�exive, symmetric, non-transitive
relation, suitable for modeling imprecise, incomplete information.

Some of the other prede�ned strategiesof Pr Log and their intuitive meanings are the following:
� compose(st 1;st 2; : : : ;st n), n � 2, �rst transforms the input hedge byst 1 and then transforms

the result bycompose(st 2; : : : ;st n) (or by st 2, if n = 2). Via backtracking, all possible results
can be obtained. The strategy fails if eitherst 1 or compose(st 2; : : : ;st n) fails.

� choice (st 1; : : : ;st n), n � 1, returns a result of a successful application of some strategyst i to
the input hedge. It fails if allst i 's fail. By backtracking it can return all outputs of the applications
of each of the strategiesst 1; : : : ;st n.

� first_one (st 1; : : : ;st n), n � 1, selects the �rstst i that does not fail on the input hedge and re-
turns only one result of its application.first_one fails if all st i 's fail. Its variation,first_all ,
returns via backtracking all the results of the application to the input hedge of the �rst strategyst i

that does not fail.

� map(st ) maps the strategyst to each term in the input hedge and returns the result hedge. Back-
tracking generates all possible output hedges.st should operate on a single term and not on an
arbitrary hedge.map(st ) fails if st fails for at least one term from the input hedge.

4 Examples

In this section we bring some examples to illustrate features and the expressive power of Pr Log.
Example 1(Sorting). The following program illustrates how bubble sort can be implemented in Pr Log.

swap(f_Ordering) :: (h_X, i_I, i_J, h_Y) ==> (h_X, i_J, i_I, h_Y) :-
not(f_Ordering(i_I, i_J)).

bubble_sort(f_Ordering) := first_one(nf(swap(f_Ordering))).
In the �rst clause, the user-de�ned strategyswapswaps two neighboring elementsi_I, i_J in the

given hedge if they violate the given orderingf_Ordering . The use of sequence variablesh_I, h_J
helps to identify the violating place in the given hedge by pattern matching, without the need to explic-
itly de�ne the corresponding recursive procedure. The sorting strategybubble_sort is then de�ned
as an exhaustive application ofswap(via the built-in strategynf ), which will lead to a sorted hedge.
The strategyfirst_one guarantees that only the �rst answer computed bynf(swap(f_Ordering)) is
returned: it does not make sense to sort a hedge in different ways to get the same answer over and over
again via backtracking.

The way how thebubble_sort strategy is de�ned above is just an abbreviation of the clause
1This is an experimental feature, not yet included in the of�cial distribution.
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bubble_sort(f_Ordering) :: h_X ==> h_Y :-
first_one(nf(swap(f_Ordering))) :: h_X ==> h_Y.

Pr Log allows the user to write such abbreviations. To use this strategy for sorting a hedge, we could
call, e.g.,

?(bubble_sort(=<) :: (1,3,4,3,2) ==> h_X, Result).
and Pr Log would return a single result in the form of a substitution:

Result = [h_X ---> (1,2,3,3,4)].

Example 2 (Rewriting). One step of rewriting a term by some rule/strategy can be straightforwardly
de�ned in Pr Log:

rewrite_step(i_Str) :: c_Ctx(i_X) ==> c_Ctx(i_Y) :- i_Str :: i_X ==> i_Y.
It �nds a subtermi_X in c_Ct(i_X) to which the strategyi_Str applies and rewrites it. Due to the

built-in matching algorithm that �nds the relevant instantiation of the context variablec_Ctx, this step
corresponds to a leftmost-outermost rewriting step. In [9] we have illustrated how easily other rewriting
strategies can be modeled in Pr Log.

Example 3(Using proximity). We assume that a proximity relation between function symbols is given.
(Based on it, we can compute proximity between terms as well.) The task is to remove from a given
hedge approximate duplicates, i.e., if the hedge contains two elements that are proximal to each other
(by a prede�ned degree), we should get a hedge where only one of the proximal elements is retained.
The strategymerge_dubles(i_D) below does it. It checks, whether the hedge contains somewhere
two elementsi_X and i_Y that are close to each other at least by the degreei_D and removesi_Y .
merge_all_dubles(i_D) removes all duplicates and returns one answer:

merge_dubles(i_D) :: (h_X, i_X, h_Y, i_Y, h_Z) ==> (h_X, i_X, h_Y, h_Z) :-
prox(i_D) :: i_X ==> i_Y.

merge_all_dubles(i_D) := first_one(nf(merge_dubles(i_D))).
Assume our proximity relation is such thata andb are proximal with the degree 0.6 andb is close to

c with the degree 0.8. Then we have:
?(merge_dubles(0.5) :: (a,b,d,b,c) ==> h_Ans, Result).
Result = [h_Ans --> (d,c)] ;
false.

?(merge_dubles(0.7) :: (a,b,d,b,c) ==> h_Ans, Result).
Result = [h_Ans --> (a,d,c)] ;
false.
Due to nontransitivity of proximity relations and the fact that matching �nds the �rst proximal pair

(from the left), the order of hedge elements affects the answer. For instance, if we puta at the end, we
get

?(merge_dubles(0.5) :: (b,d,b,c,a) ==> h_Ans, Result).
Result = [h_Ans --> (d,c,a)] ;
false.

?(merge_dubles(0.7) :: (b,d,b,c,a) ==> h_Ans, Result).
Result = [h_Ans --> (d,c,a)] ;
false.

It happens becausea andc are not close to each (althougha andb as well asb andc are).
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5 Summary

The main advantages of Pr Log are: compact and declarative code; capabilities of expression traversal
without explicitly programming it; the ability to use clauses in a �exible order with the help of strategies.
Besides, Pr Log has access to the whole infrastructure of its underline Prolog system. These features
make Pr Log suitable for nondeterministic computations, manipulating XML documents, implementing
rule-based algorithms and their control, etc.

Acknowledgments. This work has been supported by the Shota Rustaveli National Science Foundation
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Abstract. We present Mathdialog, the computer implementation of the CZFC set theory. Although
we cannot discuss CZFC here, Mathdialog may be of interest as a pedagogical tool for students. It is
not as powerful as the leading Interactive Theorem Provers such as Coq. Isabelle or LEAN. Because
Mathdialog is not a programming language and it is based on ZFC (in the form it is introduced by [5]),
the standard mathematical fundament, users may learn it easily. Proving a theorem in Mathdialog
may even be perceived as an interesting puzzle because of its simplicity. It is not only for checking
proofs; it is a primitive form of knowledge transmission. After a proof is checked, Mathdialog can
show it in an interactive environment to students where they will comfortably �nd answers to their
usual doubts; to use it, students only need a basic mathematical background and no knowledge of
CFZC nor Mathdialog. Mathdialog is suitable for undergraduate textbooks content, not for high-level
mathematics, but may give a convincing illusion of proof understanding. Mathdialog can be tested
in [2] by clicking Practice Area.

1 The simplicity of the CZFC syntax and the Mathdialog GUI

Context is widely used in mathematical natural language at all levels. For example, we can �nd the
expression F(x) without an explicit indication that F is a function or see a mention of a group G with-
out an explicit indication about its binary operator. However, it is hard to �nd its inclusion in formal
presentations (for example, in [7]).

Labels are another widely used resource in mathematical natural language as they are used in text-
books. An interesting example is when a theorem of existence and uniqueness is labeled in a textbook,
for example as ”Inverse uniqueness theorem.” It is easy to use that label in mathematical natural language
to de�ne the object whose existence is assured by the theorems referred by it.

A label and a context are two elements that have in common the syntax of the main CZFC sentences
(theorems and de�nitions). They make the formulas those sentences contain make sense. Formulas are
de�ned in the usual recursive way. The informal CZFC syntax of a theorem is:

THEOR[label;local context;formula]

Wherelabel is a string of characters without blanks, andlocal context is a list of atomic formulas.
This list is not commutative because each element may be the local context of the elements that follow
it. CZFC has �ve sentences that allow us to de�ne, inside the language, new predicates, and sets. For
example, the following informal syntax will enable us to de�ne new predicates and new sets by compre-
hension:

DEF PRED[label;local context;label(args) <==> formula]
DEF OBC[label;local context;label(args) = {BG(v,T):formula}]

https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/
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WhereT is a term andBG(v,T) represents(v 2 T). The role of local context is to introduce variables by
associating hypotheses to them. It is the most important kind of context, but there are two more. The list
of variablesargs must have all variables introduced inlocal context .

2 An overview of the proving process

In Mathdialog, proving is interacting with a dynamic and hierarchical list of hypotheses and goals called
proof list. Logic commands sentences place hypotheses and/or a goal to the proof list. A proof starts
putting the theorems local context as hypotheses and its formula as the main goal in the proof list. A
proof is a sequence of logic commands whose last member place in the proof list, a hypothesis that
matches the main goal. There are 25 logic commands [1], one for each kind of proof step in a textbook.

Each logic command has a particular requirement to add its arguments to the proof list. Because in
CZFC a formula cannot live without a context, Mathadialog takes as context for the formulas in logic
commands arguments, some of the available hypotheses present in the proof list.

In Mathdialog, each proof has three forms: the human-to-machine proof, the CZFC proof (its internal
representation made of the sequence of logic commands mentioned above), and the machine-to-human
proof. The human-to-machine proof helps humans �nd the CZFC proof, which Mathdialog uses to
build the machine-to-human proof automatically. It is interactive, in mathematical English, and can be
understood without knowing CZFC nor Mathdialog. Three minutes videos of a human-to-machine proof,
and the resulting machine-to-human proof, can be seen in [3] and [4], respectively.

The Mathdialog GUI has two windows; the Command Window is where users write sentences; the
Blackboard is where Mathdialog places its responses. TE, FA, BG, and EQ are used in human-to-
machine proofs instead of the standard notations9, 8, 2, and= respectively. In Mathdialog, users can
access the ”Theorems by name” and ”De�nitions by name” on the ”Consults” blue menu. The theorems
and de�nitions, displayed in �oating windows, are in mathematical English. Users do not need to know
CZFC nor Mathdialog to understand them.

Users write a de�nition, a theorem or a logic command in the Command Window and sent it for
processing by clicking on the ”SEND COMMAND” button. In the case of a de�nition, if the syntax
is correct and passes other veri�cations, Mathdialog stores it. In the case of a theorem, the human-to-
machine proof process starts by displaying in the Blackboard the theorem local context as the proof �rst
hypotheses and its formula as the main goal. At this point, the Command Window only accepts logic
commands. If the proof is successful, the proof list will be the human-to-machine proof.

For example, after proving the theoremTHEOR[EMPTY_P01; SET(X); SUBSET(EMPTY,X)], the
Blackboard content, and so the human-to-machine proof, is bellow. The lines starting withGLare goals,
and the ones withHare hypotheses. Mathdialog generates one of them or both as a response to theorems
or logic commands. Mathdialog replicates the logic commands the user sends with aUin the proof list.
The text after N: in each line are comments not generated by Mathdialog.

GL1 - SUBSET(EMPTY,X) N:The theorem thesis (formula).
H1 - SET(X) N:The theorem hypothesis (local context).
U - IP[FA(BG(x,EMPTY):BG(x,X))] N:The �rst logic command sent by the user.
GL1.1 - FA(BG(x,EMPTY):BG(x,X)) N:Response to the �rst logic command.
U - UQ_RED[] N:The second logic command sent by the user.
H1.1 - SET(x) N:These two lines are the Mathdialog response
GL1.2 - BG(x,EMPTY) ==> BG(x,X) N:to the second logic command.
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U - BY_THEOR[NOTBG(x,EMPTY)] EXISTENCE_AXIOM
H1.2 - NOTBG(x,EMPTY)
U - DEF_OF[NOTBG(x,EMPTY)]
H1.2 - NOT(BG(x,EMPTY))
U - PROP_CONS[BG(x,EMPTY) ==> BG(x,X)]
GL1 - SUBSET(EMPTY,X)
HD1.1 - BG(x,EMPTY) ==> BG(x,X)
HD1 - FA(BG(x,EMPTY):BG(x,X))
U - ATOMIC_OF[FA(BG(x,EMPTY):BG(x,X)),SUBSET(EMPTY,X)]
HD - SUBSET(EMPTY,X)

The CZFC proof is the list of logic commands sent by the user. It is what Mathdialog stores as the
theorem's proof. So, the CZFC proof ofEMPTY_P01is:

IP[FA(BG(x,EMPTY):BG(x,X))],
UQ_RED[],
BY_THEOR[NOTBG(x,EMPTY)],
DEF_OF[NOTBG(x,EMPTY)],
PROP_CONS[BG(x,EMPTY) ==> BG(x,X)],
ATOMIC_OF[FA(BG(x,EMPTY):BG(x,X)),SUBSET(EMPTY,X)]

From this six elements list, Mathdialog builds the interactive machine-to-human proof shown in
�gure 1. Now we will highlight some Mathdialog features. First, in each �oating window with de�nitions
or theorems, the user can click the link ”Show the formal-regular version” to �ip the English version to
the formal version and vice versa. Users can use it to learn the CZFC syntax or to solve potential
ambiguities in the English version. Second, selecting any word, for example by double-clicking it,
hovering the Consult menu item, and clicking ”The selected name,” opens a �oating window with the
de�nition of that word or the theorem it names. Third, in the machine-to-human proof, the user has
simple access to the answer to usual questions such as: ”What is the justi�cation of that hypothesis?”,
”What says the theorem justifying that hypothesis?”, ”What is the justi�cation of this step?” and ”How
is this de�ned?”. If the machine-to-human proof can answer those kinds of questions, can we conclude
that, in a weak Turing test sense, Mathdialog has ”understood” the proof?

The human-to-machine proofs process cannot enforce the pedagogical quality of the machine-to-
human proofs Mathdialog will generate. But the more pedagogically complete it is, the more intuitive,
convincing, and useful for users will be the ”understanding” illusion exhibited by the machine-to-human
proof. For example, the proof that there is no universe (8U9x : : (x 2 U) ), may start as follow:

THEOR[THERE_IS_NO_UNIVERSE;SET(U);TE(SET(x): NOT( BG(x,U) ))]
LET_TERM[Z,{BG(x,U):NOT(BG(x,x))}] ( The set of allx 2 U such that: (x 2 x). )
EQ_RED[Z]( Mathdialog responds with the new goal NOT(BG(Z,U)) )
BY_DEF_OBC[BG(Z,{BG(x,U):NOT(BG(x,x))})]
( This logic command adds the de�nition of its argument as a hypothesis to the proof list, according to
the axiom scheme of comprehension:Z 2 Z () Z 2 U ^ : (Z 2 Z) )

At this point, the user has two alternatives: UsePROP_CONS[NOT(BG(Z,U))]to �nish the proof,
or useCONTRD_PROOFand four more logic commands to complete the proof by contradiction. The �rst
option may sound attractive because it �nishes the whole proof with just four logic commands. However,
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the resulting machine-to-human proof would be too dif�cult for users because it could not justify why
the argument ofPROP_CONSis a propositional consequence of the available hypothesis.PROP_CONS
worked in the human-to-machine proof because it uses the theorem prover OTTER [6]. It is powerful,
but it should be used when the propositional consequence is pedagogically obvious. The second option
is better because it helps Mathdialog build a more clear machine-to-human proof for human beings.

3 Conclusion

We expect mathematicians will perceive Mathdialog as a toy with the potential to be an effective tool for
students. Although Mathdialog is not made to deal with high level theorems, it may attract the attention
of working mathematicians as a fun and interesting puzzle. At this time, logic commands in human-to-
machine proofs cannot accept drawings, examples, or intuitive hints to show them in machine-to-human
proofs at user requests. The human-to-machine proof process makes it reliable to locate the exact point
to put them in the pedagogical right place. Implementing it is among our development priorities.

Enhance the GUI with spoken English understanding and spoken output would make Mathdialog
even more attractive. The simple CZFC syntax makes it a perfect target for neural network training.

Figure 1: A machine-to-human proof
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Abstract. We report about a computer assisted search for vertex transitive directed strongly regular
graphs. The enumeration of such graphs was previously known for the number of vertices up to 20.
Using computer algebra systemGAP and the catalogue of all association schemes we extend this
enumeration for graphs up to order 31.

1 Introduction

Since the main objects of interest in algebraic graph theory are highly symmetric graphs, strongly regular
graphs are playing a central role in this area. A possibility how to quantify symmetry of graphs is by
considering the properties of its group of automorphisms. Special attention is paid on the graphs, which
are vertex transitive, that is, their group of automorphisms has only one orbit on the set of vertices.

One kind of generalization of the concept of strong regularity for directed graphs was given by
Duval in 1988, see [2]. A catalogue of all directed strongly regular graphs up to order 12 was published
by the current author in [5]. Small vertex transitive directed strongly regular graphs were considered
systematically �rst in [3]. The authors described all such graphs up to order 20. Here we extend the
enumeration of such graphs up to order 31. As the number of graphs needed to be considered grows
quickly with the order, it was clear that this job can not be made by hand. Moreover, to achieve the
results we needed to combine the theoretical knowledge about vertex transitive graphs, together with
the availability of combinatorial catalogue of association schemes [8] and to use theSetOrbit package
[15] for reducing the search space in an algebraic way. As a result of our efforts we announce that the
number of equivalence classes of vertex transitive directed strongly regular graphs of order up to 31 is
precisely 140. Among them 107 classes are such that they can be realized as Cayley graphs. At the time
of writing this paper there are �ve parameter sets of order at most 31, on which the existence of a graph
is still open. These are (27,7,4,1,2), (27,11,6,5,4), (28,6,3,2,1), (30,11,9,2,5) and (30,12,11,4,5). As a
by-product of our search we can con�rm that there are no vertex transitive graphs with these parameters,
hence if there exists a graph realizing them, then it has necessarily intransitive group.

2 Preliminaries

Let us start with the used terminology from the area of graph theory.
The number of vertices of a graphGis called theorder of Gand it is usually denoted byn. A graphG

of ordern with adjacency matrixA = A(G) is calledregular, if there exists a positive integerk such that
AJ = JA= kJ, whereJ is the all-one matrix of dimensionn� n. The numberk is calledvalencyof G.
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A simple regular graph with valencyk is said to bestrongly regular(SRG, for short) if there exist integers
l andmsuch that for each edgef u;vg the number of common neighbours ofu andv is exactlyl ; while
for each non-edgef u;vg the number of common neighbours ofu andv is equal tom. Previous condition
can be rewritten equivalently into the equation

A2 = kI + l A+ m(J � I � A) (1)

using the adjacency matrix ofG. The quadruple(n;k; l ;m) is called theparameter setof an SRGG.
A natural generalization of SRGs for directed graphs was given by Duval [2]. Adirected strongly

regular graph(DSRG) with parameters(n;k;t; l ;m) is a regular directed graph onn vertices with valency
k, such that every vertex is incident witht undirected edges, and the number of paths of length 2 directed
from a vertexx to another vertexy is l , if there is an arc fromx to y, andmotherwise. In particular, a
DSRG witht = k is an SRG, and a DSRG witht = 0 is adoubly regular tournament, in the sense of [17].
Here we consider only DSRGs satisfying 0< t < k, which are calledgenuineDSRGs. The adjacency
matrixA = A(G) of a DSRG with parameters(n;k;t; l ;m) satis�esAJ = JA= kJ and

A2 = tI + l A+ m(J � I � A); (2)

whereI andJ are the identitiy matrix and the all-one matrix of dimensionn� n, respectively.
The parametersn;k;t; l ;m of DSRGs are not independent. The basic combinatorial and algebraic

conditions they have to satisfy are calledfeasibility conditions, and can be found in [2]. A 5-tuple
(n;k;t; l ;m) is called afeasible parameter set, if its parameters satisfy the feasibility conditions. A fea-
sible parameter set for which at least one DSRGGexists is calledrealizable, otherwisenon-realizable.
The lists of feasible parameter sets up to ordern � 110 are displayed on the webpage of A.E. Brouwer
and S. Hobart [1]. It is known that ifGis a DSRG, then its reverse digraphGT and also its complementary
digraphḠare DSRGs, see [2, 11]. We say that the graphsG;Ḡ;GT andḠT form anequivalence classof
DSRGs.

The second algebraic ingredient of our research is the theory of association schemes.
Under acolor graphGwe mean an ordered pair(V;R ), whereV is a set of vertices andR a partition

of V � V into binary relations. The elements ofR are calledcolors, and the number of colors is therank
of G. In other words, a color graph is an edge-colored complete directed graph with loops, whose arcs
are colored by the same color if and only if they belong to the same binary relation.

For color graphs(V;R ) we can de�ne a few morphisms. Anisomorphismof color graphs(V;R )
and(V0;R 0) is a bijectionj from V to V0 that induces a bijection of colors (relations) inR onto colors
in R 0. A weak(or color) automorphismof G= ( V;R ) is an isomorphism ofGwith itself. If the induced
permutation of colors is the identity permutation, then we speak of a(strong) automorphism.

An association schemeis a color graphM = ( W;R ), R = f Ri j i 2 Ig, such that the following axioms
are satis�ed:

(i) The diagonal relationDW = f (x;x) j x 2 Wg does belong toR .

(ii) For eachi 2 I there existsi02 I such thatRT
i = Ri0, whereRT

i = f (y;x) j (x;y) 2 Rig is the relation
transposed toRi .

(iii) For anyi; j;k 2 I , the numberpk
i; j of elementsz2 Wsuch that(x;z) 2 Ri and(z;y) 2 Rj is a constant

depending only oni; j;k, and independent on the choice of(x;y) 2 Rk.

The numberspk
i; j are calledintersection numbers, or sometimesstructure constantsof M . An associa-

tion schemeM is calledcommutative, if for all i; j ;k 2 I we havepk
i; j = pk

j;i , otherwisenon-commutative.
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An association schemeM = ( W;R ) is calledthin, if for eachx 2 WandRi 2 R there is precisely
oney 2 Wsuch that(x;y) 2 Ri . Otherwise, it is callednon-thin.

By analgebraic automorphismof an association schemeM we mean a permutation acting on basic
relations such that it is preserving the tensor of structure constants ofM .

The notion of an association scheme may be reformulated in terms of matrices. Acoherent alge-
bra W is a set of square matrices of ordern over the �eld C that forms a matrix algebra, is closed
with respect to the operations of SchurHadamard multiplication and transposition, and contains both
the identity matrixI and the all-one matrixJ. The set of basic matricesf Ai j i 2 Ig of an association
schemeM serves as a standard basis of the corresponding coherent algebraW, and in this case we write
W = hA1;A2; : : : ;Ar i .

The intersection of coherent algebras is again a coherent algebra. This implies the existence of the
coherent closureof B, denoted byhhBii , this is the smallest coherent algebra containing a prescribed
setB of matrices of ordern. An ef�cient polynomial-time algorithm for the computation of coherent
closure, often referred to asWeisfeiler-Leman stabilization(or WL-stabilization, for short), is described
in [19].

For more de�nitions of the terms used but not de�ned here, we refer to [10, 12].

3 The process of enumeration

This research naturally stems from a few previous investigations of DSRGs.
On one hand, in [6] we were looking for DSRGs with parameters for which the existence of a graph

realizing it was not known previously; while in [7] we provided a construction of in�nite families of
DSRGs from a smaller one, supposed on the existence of a speci�c equitable partition in it. Both results
were achieved by essential support of computer algebra packages and theoretical interpretation of the
obtained data.

On the other hand, all the vertex transitive DSRGs up to order 20 were classi�ed in [3]. Motivated by
the previous successes, following a similar strategy used in [6, 7], here we enumerate the vertex transitive
DSRGs up to order 31.

Since graphs and digraphs can be regarded as binary relations, while association schemes are collec-
tions of binary relations in the sense of our de�nition, it was natural to join these concepts in searching
for digraphs with speci�c properties. Hence our search for vertex transitive DSRGs heavily relied on
the classi�cation of association schemes and used the catalogue of association schemes by Hanaki and
Miyamoto [8]. The most important theoretical result making this search possible is the following theorem
by [11]:

Theorem. Let G be a genuine directed strongly regular graph. Then the coherent closure ofG is
non-commutative and its rank is at least6.

In other words, we have to consider non-commutative association schemes of rank at least 6, when
we are searching for directed strongly regular graphs as unions of relations in a prescribed association
scheme. Hence the dif�culty of our problems mainly depends on the number of non-commutative as-
sociation schemes of speci�ed order. For example, the number of such schemes is 242 in the case of
order 24, while 0 for the order 25. Thus, we can say immediately that there are no vertex transitive
DSRGs of order 25, while the complete enumeration of vertex transitive DSRGs of order 24 needs a lot
of effort. On the other hand, the number of possible mergings of relations in a given association scheme
grows exponentially with its rank, making the problem hard for higher ranks. Though the search space
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for mergings can be reduced by considering algebraic automorphisms of a given association scheme, the
complexity of the problem remains exponential in rank.

The realization of our theoretical ideas on a computer was done as follows. We run all computations
in the softwareGAP[4] with its share packages:

- GRAPE[18] for computation with graphs, includingnauty [14] for testing graph isomorphism;

- COCO-2P[13] for computation with association schemes and coherent con�gurations;

- SetOrbit [15] for �nding representatives of orbits of group actions on sets of various size, docu-
mented in [16].

In fact, for a given ordern, we were searching �rst for mergings in the set of vertex transitive non-
thin association schemes of ordern that are non-commutative of rank at least 6. The output was a setG
of suitable graphs that are vertex transitive DSRGs of ordern. This setG contains clearly all the vertex
transitive DSRGs of ordern which are either non-Cayley graphs, or Cayley DSRGs having more thann
automorphisms.

Thus, it remained to search for those Cayley DSRGs of ordern, which have preciselyn automor-
phisms. This search was done generally by considering all possible Cayley generating sets that can
produce Cayley DSRGs of ordern, however with the aid of theSetOrbitpackage the space of generating
sets under consideration was immediately reduced up to Cayley isomorphism. Thus, from the set of
those generating sets that produce isomorphic graphs predictable just by the algebraic properties of the
used group, only one representative was kept. The output from this step was the setH of all Cayley
DSRGs of ordern.

Clearly, the unionG [ H is the set of all vertex transitive DSRGs of ordern; while the setG nH
is the set of vertex transitive DSRGs that are non-Cayley, and, �nally, the setH nG is the set of Cayley
DSRGs of ordern having preciselyn automorphisms.

4 The results

Complete enumeration of vertex transitive DSRGs up to order 20 was given in [3]. The authors found
35 equivalence classes of such graphs up to order 20. After performing our research, we con�rm and
extend this result for graphs up to order 31 and state that the number of equivalence classes up to this
order is 140.

More detailed results are displayed in the Table 1. Notice that in Table 1 the prime orders are not dis-
played simply from the reason that there are no DSRGs of prime order, see [2]. The used abbreviations
are: VT-EC –number of equivalence classes of vertex transitive DSRGs; Cay-EC –number of equiva-
lence classes of Cayley DSRGs; VT-DSRG –the number of pairwise non-isomorphic vertex transitive
DSRGs; Cay-DSRG –the number of pairwise non-isomorphic Cayley DSRGs. Also one can notice that
the numbers of vertex transitive DSRGs and Cayley DSRGs of a given order are always even; this is
because the parameter sets can be paired based on complementarity of graphs.

As we already mentioned in theIntroduction, at the time of writing this paper there were �ve param-
eter sets of DSRGs of order at most 31, on which the existence of a graph was still open. These were
(27,7,4,1,2), (27,11,6,5,4), (28,6,3,2,1), (30,11,9,2,5) and (30,12,11,4,5). As a by-product of our search
we can con�rm that there are no vertex transitive graphs with these parameters, hence if there exists a
graph realizing them, then it is necessarily with intransitive group.
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Table 1: Summary of the results

Order VT-EC Cay-EC VT-DSRG CayDSRG
� 20 [3] 35 30 102 84

21 4 4 14 14
22 4 4 14 14
24 33 30 116 104
25 0 0 0 0
26 11 7 40 24
27 6 6 20 20
28 8 6 24 18
30 39 20 142 70

� 31 140 107 472 348

5 Work in progress

Above, we reported about the results of our exhaustive search for vertex transitive DSRGs up to order 31.
In fact, we are close to complete similar data for the order 32. This order is quite special, because here a
kind of combinatorial explosion appears: the number of non-commutative association schemes is a few
of thousands. When this order will be �nished, the continuation of this kind of search will be probably
much faster up to order 47. Here we notice, that very recently Holt and Royle [9] published the census of
all vertex transitive undirected and directed graphs up to order 47. Of course, our goal is more modest as
we are considering digraphs with a strong regularity property, but still the huge number of combinatorial
objects being considered makes the problem very dif�cult.

During the above-mentioned search, as a by-product, also a few DSRGs were found, which are not
vertex transitive, but their coherent closure is an association scheme. This can happen only when the
association scheme is non-Schurian, that is, when it does not appear as a set of 2-orbits of a permutation
group. This phenomenon creates for us a very interesting challenge.

Another interesting challenge is obtained by investigating the question:

”How far can be a vertex transitive DSRG from being a Cayley graph?”

That is, letGbe a vertex transitive DSRG of ordern andG its group of automorphisms. Clearly,n
dividesjGj. Let H be the smallest subgroup ofG that acts vertex transitively onG. Let us call the ratio
k = jHj=n as theCayley de�ciency ofG. Trivially, if Gis a Cayley graph, thenk = 1, otherwisek > 1.
Most of the discovered vertex transitive non-Cayley DSRGs havek = 2, however, we also discovered
DSRGs of order 28 with Cayley de�ciency 6. Hence, we pose the following problem:

”Construct a family of vertex transitive DSRGs with arbitrarily large Cayley de�ciency.”
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The aim of this short note is to report some progress on numerical computations of algebraic Witt
vectors over imaginary quadratic �eldsK based on a previous work of the second author. In partic-
ular, whenK is of class number one, we describe an effective procedure to decide whether a given
algebraic Witt vectorx 2 EK = K 
 Wa

OK
(OK̄) is an integral Witt vectorx 2 Wa

OK
(OK̄).

1 Introduction

The aim of this short note is to report some progress on numerical computations of algebraic Witt vectors
over imaginary quadratic �eldsK, which is a natural continuation of the previous work [10] of the second
author. This work is also deeply related to thealgebraic automata theory(e.g. [4]); for this background,
the interested reader is referred to [7, 8]; see alsox5.

In [10] the second author proved themodularity theorem(Theorem 4.3.1, [10]), which states that the
algebraic Witt vectorsover an imaginary quadratic �eldK (cf. x2) are precisely those vectors obtained
by special values of certain deformation families of modular functions, calledmodular vectors(cf. x4.2
[10]); and moreover, in the stronger form of the modularity theorem (Theorem 4.4.1, [10]), he also
proved that they are actually generated by the speci�c Witt vectorsbfa (a 2 Q2=Z2) arising from a certain
family of modular functionsfa calledFricke functions(x2). In particular, this gives an analytic method to
construct algebraic Witt vectors over imaginary quadratic �elds; from a more computational viewpoint,
this result enables us to compute all of them explicitly by a numerical manner, and provides us the useful
symbolic representation of (a priori mysterious) algebraic Witt vectorsx asK-polynomialsx = F( bfa),
which are computationally enumerable and manageable.

The major result in this note concerns this symbolic computational aspect of [10], or in particular, the
decidabilityof the integrality of algebraic Witt vectors over imaginary quadratic �elds, which is related
to a problem unsolved in [10]: In the case of the rational number �eldQ, Corollary 3.3.1 in [10] gave an
explicit characterization of which algebraic Witt vectors overQ are integral: that is, while algebraic Witt
vectors overQ are given asQ-linear combinations of the vectors of the formz (g) = ( e2ping) for g2 Q=Z,
they are integral if and only if they areZ-linear combinations ofz (g) 's. For imaginary quadratic �elds,
on the contrary, a characterization of integral Witt vectors among algebraic ones remained unsolved in
[10]. For the time being, we do not yet have a satisfactory solution to this problem; in fact, even in the
case of the rational number �eldQ, the characterization of the integral Witt vectors among algebraic
ones (Corollary 3.3.1, [10]) heavily relies on (or is essentially due to) the non-trivial result of Borger and
de Smit, Theorem 3.4 [2]; the case of imaginary quadratic �elds is much worse in that we do not yet
have even a non-trivial example of integral Witt vectors other than the one given by thej-function (cf.
x4.1 [10]). In view of this, it seems reasonable to consider thedecidabilityof the integral Witt vectors
among algebraic ones as an auxiliary step toward a completely explicit characterization of them. In fact,
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this decidability result enables us to enumerate all of integral Witt vectors in an algorithmic way, and
hence, produces (in principle, all) examples of integral Witt vectors over imaginary quadratic �elds; also
this will be useful to formulate some conjecture on a characterization of integral Witt vectors.

This note reports an effective procedure to decide the integrality of algebraic Witt vectors, focusing
on the case of imaginary quadratic �elds of class number one. To be more speci�c, letK = Q(

p
� d)

be an imaginary quadratic �eld (of class number one) andOK the ring of integers inK. The (strong
version of) modularity theorem (Theorem 4.4.1 [10]) shows that theK-algebraEK of algebraic Witt
vectors overK is equal to theK-algebraK[ bfa j a 2 Q2=Z2] generated overK by the speci�c (modular)
vectorsbfa arising from the Fricke functionsfa (a 2 Q2=Z2); therefore, each algebraic Witt vectorx 2 EK

is speci�ed by aK-polynomialF(za) 2 K[za j a 2 Q2=Z2] with variablesza indexed bya 2 Q2=Z2 so that
we have an identityx = F( bfa) in EK . Our target problem here is to decide whether a givenx = F( bfa) is
integral or not looking at the polynomialF(za).

There are two major technical challenges for solving this problem. First, from the analytic speci�ca-
tion x = F( bfa) of eachx 2 EK , a priori we can know only numerical approximations of the values of its
coef�cientsxa; in particular, in order to judge the integrality ofx (as Witt vectors), we �rst need to judge
whether the coef�cientsxa are algebraic integers only from their approximate numerical values. We will
�rstly overcome this issue by employing an idea from the theory of elliptic curves, namely, the idea of
division polynomials(x3), which tells us upper bounds on denominators ofxa's necessary to judge their
integrality. The second challenge arises from the fact that, forx 2 EK to be an integral Witt vector, it is
not suf�cient that the coef�cientsxa's are all algebraic integers; in fact, the distribution ofxa's must be
smooth with respect to arithmetic derivations, i.e. in�nitely many differentiable by arithmetic derivations
(cf. x2). This arithmetic smoothness is a priori an in�nitary condition onx , thus, we need to reduce it to
some �nitary condition. Inx4 we will overcome this issue by means of elementary module-theoretic ar-
gument: Informally speaking, we see thatx is arithmetically smooth (i.e. differentiable ini�nitely many
times) if and only if it is differentiable at least some �niteM times, where an upper bound ofM is calcu-
lable forx ; this upper bound comes from the �niteness ofx overOK , or rather, the Noetherianity of the
integral closure ofOK within a certain �niteK-algebraXx (cf. x3.1 [10]).

This note describes the central ideas for this procedure; the detailed proofs will be given elsewhere.
We summarize inx2 some necessary notations and terminology in [10, 9], and inx3 the idea of division
polynomials in relation to the �rst technical challenge mentioned above. Inx4 we then discuss the second
technical challenge concerning the arithmetic smoothness of Witt vectors. The last sectionx5 is devoted
to concluding remarks, including a few comments on the above-mentioned connection to the algebraic
automata theory.

We are grateful to Prof. Mizoguchi for introducing us to SCSS 2021, and also to the anonymous
reviewer, who provided several corrections on this note. The �rst author is supported by JSPS KAKENHI
Grant-number 21K13773. This work is supported by 2021 Joint Use Research Program Short-term Joint
Research “New interplays between algebraic language theory and classical class �eld theory”.

2 Preliminaries

Throughout this note letK = Q(
p

� d) be an imaginary quadratic �eld of class number one; we guess
that this assumption on class number will be unnecessary but we assume it here because it is useful for
describing our procedure (as discussed inx4). Due to the page limitation, we freely use the notations and
terminology in [10, 9], to which the reader is referred for more detail. To be speci�c, we denote byEK

theK-algebra ofalgebraic Witt vectorsand byAK = Wa
OK

(OK̄) the ring ofintegral Witt vectors, whence
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EK = K 
 AK (cf. x3.2 [9]). The set of maximal ideals of the integer ringOK of K is denoted byPK , while
IK denotes the monoid of the non-zero integral ideals ofOK . The Frobenius liftsy p : AK ! AK for each
p 2 PK extend toy p : EK ! EK and toy a : EK ! EK for a 2 IK (cf. Remark 2,x2.2 [9]). Each algebraic
Witt vector x 2 EK is a vector of the formx = ( xa)a2IK 2 (Kab)IK , where eachxa 2 Kab is called the
componentor coef�cientof x ata 2 IK ; the operatory b : EK ! EK for eachb 2 IK acts onx 2 EK by the
b-shift in the sense thaty bx = ( xba)a2IK .

Takepp 2 OK a uniformizer of eachp 2 IK so thatp = ppOK ; here let us de�ne the(arithmetic)p-
derivationdpx 2 K̄IK of x 2 OIK

K̄ by dpx := p � 1
p (y px � xNp).1 In general, the components ofdpx are not

necessarily integers; but if every component ofdpx is an integer, we shall say thatx is (arithmetically)
differentiableby p; also we simply say thatx is differentiableif it is differentiable by anyp 2 PK . With
this terminology, we then say thatx 2 OIK

K̄ is (arithmetically) smoothif it is differentiable ini�tely many
times; we also call such arithmetically smooth vectorsx 2 OIK

K̄ asWitt vectorsoverOK with coef�cients
in OK̄ (see De�nition 1,x2.1 [9] for the general de�nition). The ring of these Witt vectors is denoted
WOK (OK̄); the above-mentioned ringAK = Wa

OK
(OK̄) of integral Witt vectors is the integral closure of

OK within WOK (OK̄), hence the name (cf.x3.2, [9]).
The arithmetic smoothness, together with the integrality overOK , imposes strong constraints on the

distribution of the values ofxa's as discussed in [9]. This makes the structure of the ringAK of integral
Witt vectors as well as theK-algebraEK = K 
 AK rather mysterious, so that they are deeply relevant to
the class �eld theory ofK [3, 9, 10]. But in the case of imaginary quadratic �eldsK, how the coef�cients
of xa's for x 2 EK can distribute could be explicitly described in [10] through the analytic construction of
(modular) vectorsbfa (a 2 Q2=Z2) usingFricke functions fa (cf. x6 [5]). In particular, by construction of
the modular vectorsbfa (cf. Example 4.2.4 and Lemma 4.2.8 [10]) and by virtue of Shimura's reciprocity
law (cf. Theorem 6.31 [5]), we obtain the following basic facts:

Theorem 2.1. Concerning the construction of the modular vectorsbfa:

1. each coef�cientbfa(a) 2 Kab is calculable; and

2. the action of[s] 2 Gab
K on bfa(a) 2 Kab is calculable;

where[� ] : A �
K 3 s7! [s] 2 Gab

K denotes the Artin map. Thus, by the strong modularity theorem (Theorem
4.4.1 [10]), the same is true for allx = F( bfa) 2 EK .

Now we shall proceed to the problem of judging the integrality of algebraic Witt vectors. As outlined
in x1, the major technical challenge is two-fold. Firstly, it is necessary for us to check whether each
coef�cient xa of an algebraic Witt vectorx = F( bfa) 2 EK is an algebraic integer, which is the subject of
x3; for this task, we shall employ the idea ofdivision polynomials[6] from the theory of elliptic curves.
As remarked inx1 too, nevertheless, in order thatx 2 EK is an integral Witt vector (i.e.x 2 AK), it is not
suf�cient that every coef�cientxa of x is an algebraic integer: the distribution of the integersxa must be
smooth with respect to arithmetic derivations, namely, in�nitely many differentiable by anyp 2 PK . The
subject ofx4 is thus to develop an effective procedure of checking this arithmetic smoothness, based on
an elementary module-theoretic idea.

1This makes sense only whenK is of class number one (as we assume now) and depends on the choice ofpp 's. The notion
of arithmetic smoothness de�ned here usingdp is, however, equivalent to the general one in [9, 10]. The operatordp , which is
globally unavailable in generalK, plays a central role in our procedure to decide the integrality of algebraic Witt vectors; cf.
x4. In the case whereK is not necessarily of class number one, we will need some localization argument in order to perform a
similar algorithm; cf.x5.
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3 Integrality of coef�cients

The Fricke functionsfa, used in the construction of the above modular vectorsbfa 2 EK , are de�ned in
terms of certain Eisenstein series (cf. [5]); hence, we can compute the coef�cientsbfa(a) of the modular
vectorsbfa 2 EK (= special values offa), and therefore those of allx 2 EK as well, approximately with
an arbitrary accuracy. The problem here is to judge whether the coef�cientsxa of x = F( bfa) are integers
using only this approximate numerical values.

Concerning this issue, note �rst that, for anyx = F( bfa) 2 EK , the indicesa2 Q2=Z2 appearing in the
polynomialF(za) 2 K[za j a 2 Q2=Z2] are inN� 1Z2=Z2 for someN � 1, whence the coef�cientsxa of
x 2 EK all belong in the ray class �eldKNOK with the conductorNOK 2 IK . Therefore, the integrality of
xa's can be judged by checking the integrality of the symmetric functionss(x s

a j s 2 Gal(KNOK =K)) 2 K
of the conjugates ofxa 2 KNOK overK, at least whose values are computable by Theorem 2.1. Of course,
as mentioned above too, we can know only approximate values ofs= s(x s

a j s 2 Gal(KNOK =K)) 2 K;
but if we could estimate upper bounds of their denominators, we can judge the integrality of such values
ssince we know that the (e.g. decimal) expansions ofs1;s2 wheres= s1 + s2wK with OK = Z + ZwK are
periodic (becauses1;s2 2 Q), and that the periods can be estimated by the size of the denominator ofs;
also we can compute their decimal expansions in any accuracy.

Moreover, since allx 2 EK are expresented asK-polynomials of bfa's, we can estimate the upper
bound of the denominator of the aboves for all x 2 EK if we could do this just for the special values of
fa's at imaginary quadratics. We then solve this problem by employing the idea ofdivision polynomials
from the theory of elliptic curves (cf. [6]); in fact, division polynomials are explicitly computable and
tell us minimal polynomials of the special values offa's, hence are useful to give upper bounds of their
denominators. Therefore, using this fact, we can judge the integrality of the components of the modular
vectorsbfa (a 2 Q2=Z2), hence the integrality of the componentsxa of anyx = F( bfa) 2 EK as well.

4 Arithmetic smoothness

The results discussed above provide a basis for our target procedure to judge the integrality of algebraic
Witt vectors, which we shall sketch below. The problem here is that, givenx = F( bfa) 2 EK , we need to
judge whetherx belongs toAK , or in elementary words, we need to judge whether the coef�cients of the
arithmetic derivativesdp1dp2 � � � dpNx of x are integers forall N � 1 andanyp1; � � � ;pN 2 PK ; apparently,
this itself is a priori impossible to check within �nite steps. Therefore, our challenge here is to reduce
this in�nitary problem to some �nitary one.

This reduction can be divided into two steps. First, for eachx 2 EK , it suf�ces to consider arithmetic
derivativesdp only for �nitely manyp 2 PK , depending onx: As discussed inx4.4 [10], eachx belongs
to a certainL -ring XNOK , which is, as a �nite etaleK-algebra, of the formXNOK = ÕdjNOK

KNOK=d, where
Kf denotes the ray class �eld ofK with conductorf 2 IK . Therefore, for thosep 2 PK coprime toNOK ,
the action ofy p on XNOK is equal to that of the Frobenius automorphismsp on each componentKNOK=d
of XNOK , hence onx as well. This implies that our problem forx 2 XNOK is reduced to considering the
arithmetic derivativesdp only for thosep that divideNOK ; alsoN 2 N can be chosen so that the indices
a 2 Q2=Z2 appearing inx = F( bfa) are all inN� 1Z2=Z2. Moreover, sinceXNOK = HomGK (DRNOK ; K̄),
all the coef�cientsxa of x 2 XNOK are determined by those ata1; � � � ;ak which represent the elements
of the �nite ray class monoid DRNOK =

F
djNOK

CNOK=d, whereCf denotes the ray class group ofK with
conductorf 2 IK (cf. x2.1 [10])

Nevertheless this �rst step only is insuf�cient for our goal; in fact, even with �nitely manyp j NOK ,
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we still need to judge whetherx 2 XNOK is differentiableini�nitely many timeswith respect to those �nite
p j NOK . The second step to reduce this is to show thatx 2 XNOK is differentiable in�nitely many times
with respect to allp j NOK if and only if it is differentiable at least some�nite M timesby thosep j NOK ,
an upper bound of which is calculable forx 2 XNOK . We can show this fact based on the �niteness of the
integral closureBx of OK in Xx (cf. x3.1 [10]); to be more speci�c, we shall estimate the aboveM 2 N for
x based on two facts on certainOK-algebrasDn: Let us denote byDn � Xx for n 2 N theOK-subalgebra
of Xx generated byr-times derivativesdpi1

� � � dpir
x of x with respect topi l j NOK up tor � n; this gives

rise to the ascending sequenceD0 � D1 � � � � � Dn � � � � � Xx of OK-subalgebras. Concerning this, note
�rst that Dn becomesfull rank in XK (i.e.K 
 Dn = Xx ) after somen1 which is explicitly calculable from
our currentN; this follows just from the facts that (i) forXx = K[y ax j a 2 IK ], we can choose �nitely
manya's from representatives ofDRNOK so that such �nitely manyy ax 's already generateXx ; and (ii)
y px = xNp + ppdpx and converselydpx = p � 1

p (y px � xNp) by de�nition, hencey px anddpx generate
the same algebra overK together withx . Therefore, for alln � n1, theOK-algebrasDn are of full rank
in Xx . Note also that we have either (I) somen-times derivative ofx is judged as non-integral by means
of x3 at somen � n1, whence we conclude thatx is not integral; or (II) the ascending sequence ofDn's
terminates at somen2 � n1 becauseBx is �nite over OK , thus by construction, the quotientOK-module
Bx =Dn1 is of �nite cardinarity. The point in the latter case (II) is that (i) suchn2 can be estimated fromx,
and also (ii) ifx is at leastn2-times differentiable for allp j NOK , it follows thatx is in fact differentiable
in�nitely many times (thanks toDn2 = Dn2+ 1 = � � � ), whence we can conclude thatx is an integral Witt
vector. (Thus we can takeM = n2.) On the whole, this procedure is �nitary, which is what we needed.

5 Concluding remarks

This note reported the decidability of the integrality of algebraic Witt vectors over imaginary quadratic
�elds of class number one. As demonstrated in this note, the strong modularity theorem (Theorem 4.4.1,
x4 [10]) provides us a useful symbolic representation of algebraic Witt vectors over imaginary quadratic
�elds. Since this symbolic representation is general enough (i.e. available for any imaginary quadratic
�elds), it will be useful also for other computational problems on algebraic Witt vectors over imaginary
quadratic �elds, not limited to the decidability of the integrality; the computability result mentioned in
x2 will be of general use. We expect that the assumption on the class number that we made in this note
can be actually removed so that a similar algorithm works for any imaginary quadratic �elds, in view of
the good behavior of the Witt vector functor [1] with respect to the localization operations. Although this
note postponed working on this problem, this natural generalization of our algorithm should be further
investigated.

Finally, as brie�y mentioned inx1 too, this work is deeply related to the algebraic automata theory
(e.g. [4]); see [7, 8, 9]. Indeed, as thearithmetic Christol theorem[9] shows, the fact that the integrality
of Witt vectors overOK is equivalent to theirautomaticity(i.e. being generated by �nite automata, cf.x3
[9]; equivalently, the orbit-�niteness with respect to the action of the Frobenius liftsy p) is in some sense
a key for our algorithm to terminate. This algorithmic aspect of [9, 10] relevant to their connection [7, 8]
to the algebraic automata theory [4] would deserve being particularly highlighted here.
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Abstract. We deal with the formal modeling and veri�cation of a complex industrial real time
system, the airport baggage handling system. Such systems are critical for the smooth operation of
each airport and usually their automation is based on PLCs (Programmable Logic Computers) and
exhaustive testing. In our approach, we claim that before the implementation of such safety critical
systems, at least the most important parts of them, should be formally analyzed. To this end, we
have formally speci�ed an abstract model of a baggage handling system and the window reservation
algorithm which is used to avoid baggage collisions, with CafeOBJ algebraic speci�cation language
as a Timed Observational Transition System (TOTS). Then we express the critical safety properties
of the system in terms of the same language, in order to prove them, using the proof score semi-
formal method and the CafeOBJ term-rewriting system. During this ongoing work, we have proved
the no collision property of baggages for two out of four logical windows of the collector conveyor,
and we are now working the proof of the property for the third one. In this paper some interesting
results and lessons learned are also presented.

1 Introduction

Safety critical industrial systems are systems that support dif�cult and complex tasks. In most cases, a
malfunction of them can be very dangerous for people lives; can have environmental consequences and/or
loss or severe damage to equipment/property. One important parameter of them is the software that
supports their automation. Examples of safety critical systems can be found at medicine, infrastructure,
transport, nuclear engineering, space �ight, etc. In this paper we deal with the airport baggage handling
system or BHS, which is one of the most complex airport operational systems. It is responsible for
moving, controlling, screening, sorting and storing the passenger baggage from the check-in area to the
departure gates. Because the system is mainly composed of a series of conveyors that are connected
as a whole system, a bottleneck in any part of the system could possibly affect the whole system [4].
With respect to potential bottlenecks in the BHS, check-in systems have often been identi�ed as problem
areas, particularly because several input conveyors merge into a collector conveyor [5]. The algorithm
which is used for controlling the merge con�guration is called window reservation, and is a First-in-
First-out (FIFO) based control logic. This effectively control the merge con�guration by allocating a
window, which is a logical space reserved for incoming baggage on a collector conveyor [4]. The current
study models a part of an airport baggage handling system, which consists of four check-in counter desks
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with their corresponding baggage conveyors and photocells together with a collector conveyor and the
window reservation algorithm, as a Timed Observational Transition System [10]. We have also already
veri�ed the ”no collision property” for two out of four logical windows, which say that There is always
at most one baggage in each logical window of the collector conveyor. We mention that the version of
the method we have applied, cannot be used for an arbitrary number of check-in counter desks. The
rest of the paper is organized as follows. In Section 2, the Timed OTS/CafeOBJ method is presented in
short. Section 3 describes initially informally the baggage handling system and then an abstract formal
model is presented as a Timed OTS. Section 4 deals with veri�cation of the no collision property, a safety
property of the system and �nally, section 5 concludes the paper.

2 The Timed OTS/CafeOBJ method

CafeOBJ [2] is an executable formal speci�cation language based on constructor based order sorted al-
gebras, etc. The OTS/CafeOBJ is a formal method in which a system is modeled as an observational
transition system (OTS), its speci�cation is described in CafeOBJ, and it is veri�ed formally by us-
ing speci�cation execution function in CafeOBJ, called the proof score method [8] [9]. The logical
foundations of it are presented at [3]. The Timed OTS/CafeOBJ method [10] [6] is a version of the
OTS/CafeOBJ method for modeling real time systems. The main advantage of these methods is that
systems speci�cation and veri�cation is written in terms of equations, which are the most fundamental
logical formulas, easy to learn and understand. For more details on the method, the reader can consult
the above cited publications.

3 Description of the baggage handling system

3.1 Informal description

Figure 1 shows a part of a baggage handling system, consisting of four counter desks (ci) with their
corresponding weight label (wli) and dispatch (dsi) conveyors. Each dispatch conveyor feeds the collec-
tor conveyor (cc) which then feeds the rest of the baggage handling system. The collector conveyor is
divided into four logical windows (wi) with a �xed window size, where baggages are forwarded from the
dispatch conveyors (dsi). The algorithm which assigns each baggage to a window is called the window
reservation algorithm and works as follows: Each check-in counter (ci), is equipped with a foot-switch
(fsi) and two conveyors, the weight/label conveyor (wli) and dispatch conveyor (dsi), Each conveyor has
its corresponding photo sensor, which returns whether the conveyor is empty or not.

We assume that the collector conveyor is moving at a constant rate, one position (i.e. one logical
window) at a time unit (t.u.). Thewli conveyor is activated and feeds thedsi, whenever a) thefsi is
pressed by the staff member of counterci, b) thewli photo sensor returns that is not empty and c)dsiphoto
sensor returns thatdsi conveyor is empty. After the baggage is transferred to the dispatch conveyor, the
photo sensor of the correspondingdsi returns that the conveyor is not empty and the window reservation
procedure begins. The system writes the request through a counter which increases whenever a baggage
is transferred to a dispatch conveyor (each baggage has a unique number) and the checks are being
performed. We assume that these checks are being performed instantly. The conditions under which the
dispatch conveyor transfers a baggage to the assigned window after one (1) time unit, being synchronized
with the collector conveyor, are as following: a) the baggage on thedsi has requested a window earlier
than a downstream baggage, i.e. a baggage on adsj, j > i, i.e. its counter is a smaller number, b) the
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Figure 1: Baggage handling system

windowwi� 1, called upstream, is empty and has not been assigned to another baggage. The above system
has been formally speci�ed as a Timed Observational Transition System and we have already proved that
our speci�cation meets the two out of four no-collision properties (one for each window) with the proof
score approach and CafeOBJ term rewriting system. These safety properties say that There is always at
most one baggage in each logical window of the collector conveyor.

3.2 Formal speci�cations

The speci�cation of the system consists of CafeOBJ modules which models the datatypes used and the
systems behavior as an observational transition system. More speci�cally, the modules:

� BID models the baggage ID

� COUNTERmodels a counter of natural numbers that increments by one when a bag arrives at a
dispatch conveyor, requesting a window

� LOCmodels the location of a bag, i.e. the conveyor at which it resides

� STATEmodels the state of a window, i.e. whether it is assigned to a bag or not

� TIMEVALmodels non-negative real numbers as stated above

The above modules import other CafeOBJ built-in modules such asBOOL, NATthat model Boolean
and Natural numbers respectively.

� The moduleBHSmodels the systems behavior as an OTS. It imports the datatype modules pre-
pared beforehand. The state space is denoted by the sortSys. There are observations that return
observable values of the system at a given state together with clock observers related to real time
issues, the set of initial states, that return the observable values of the system at the initial state,
and the set of actions or conditional transitions that change the state of the system under certain
conditions, together with the time advancing transition tick.

The whole speci�cation consists of 1680 lines of code and the most complex part of it, is the con-
ditions under which the transition moving the dispatch conveyor can be applied. For example, in the
case of the dispatch conveyords2the effective condition under which the action for moving the conveyor
can be applied, consists of eight subcases written in a predicate,c-move-d2(S, B1, B2, B3, B4)
where each subcase is connected with anor with the other. We have distinguished the subcases based
on the state of each conveyor which represents a state of the system. For example the �rst and most
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complex subcase, represents the state where w1 is empty, and the counter of baggage B2 is smaller than
the counters of B3 and B4, and each dispatch conveyor has a baggage on it, B1 to B4, and the B2 has
been assigned a window and the lower time bound is smaller than the current time.

eq c-move-d2(S, B1, B2, B3, B4) = (empty?(S, w1) and
(read c(S, B2) < read c(S, B3)) and
(read c(S, B2) < read c(S, B4)) and (loc(S, B1) = d1)
and (loc(S, B2) = d2) and (loc(S, B3) = d3) and
(loc(S, B4) = d4) and not empty?(S, d1) and not
empty?(S, d2) and not empty?(S, d3) and not empty?(S, d4)
and not state(S, B2) = assigned and (l-move-d2(S) <= now(S))) .

Then the lower and upper bounds of the dispatch transition are set to d1 time units later, as is the time
needed for the movement of the collector conveyor by one position. The dispatch transition is applied
then, and the baggage is forwarded to the collectors conveyor window. The corresponding effective
condition is:

eq c-desp-ds2(S, B1) = (state(S, B1) = assigned) and (loc(S, B1) = d2)
and (l-desp-ds2(S) <= now(S)) .

The non timing part of the effective condition for the movement of the collector conveyor is always
true . The conveyor moves everyd1 time units and changes the location of a bag on the conveyor
together with observerempty? of each window.

4 Veri�cation with proof scores

We have already proved that our speci�cation satis�es the non collision properties for windowsw1 and
w2 while now we are working the proof for the windoww3. The non collision property is a safety
property and says that There is always at most one baggage in each logical window of the collector
conveyor. Since our system consists of four check in counters and corresponding windows, we have to
prove four different invariants expressed as follows, in a moduleINV.

eq inv1(S, B, B') = ((loc(S,B) = w1) and (loc(S,B') = w1)) implies (B=B') .
eq inv2(S, B, B') = ((loc(S,B) = w2) and (loc(S,B') = w2)) implies (B=B') .
eq inv3(S, B, B') = ((loc(S,B) = w3) and (loc(S,B') = w3)) implies (B=B') .
eq inv4(S, B, B') = ((loc(S,B) = w4) and (loc(S,B') = w4)) implies (B=B') .

The method uses induction and we write a moduleISTEP1in which basic formulas to prove in
each inductive case are expressed as CafeOBJ terms. For the second invariant the predicate declared is
istep2 :

op istep2 : -> Bool .
eq istep2 = inv2(s, b1, b2) implies inv2(s', b1, b2) .

Then we write proof scores for each subcase. In such complex systems always lemmas are used
that then need to be proved. For the second invariant we needed totally 12 more lemmas that was then



38 Towards algebraic speci�cation and veri�cation of airport baggage handling systems algorithms

proved. Due to the complexity of the system we had to split the effective conditionc-move-di into a set
of equations without logical or. Without this splitting, the CafeOBJ system got stuck and the proof could
not �nished. To show the length of the proof, we mention that the basic proof for the second window
(proof02.mod) is about 2500 line of code and used two lemmas,inv12 andinv21 :

inv12(S, B, L) = (loc(S, B) = L) implies not empty?(S, L) .
inv21(S, B) = (l-desp-ds2(S) <= now(S)) and not empty?(S, d2) and
loc(S, B) = d2 and state(S, B) = assigned implies empty?(S, w2) .

5 Conclusions and lessons learned

The proof score approach that we have used, is a semi formal theorem proving method. That is because
the proofs are not automated, but written by humans who may omit a critical subcase of the proof, which
leads to errors. As we have mentioned in our previous work [11], and encountered also in this case study,
an incorrect systems speci�cation may lead to unsuccessful veri�cations, which implies speci�cation
revisions/updates and veri�cation retries. Especially in such a complex system with timing constraints,
many veri�cation retries and speci�cation revisions were performed. The reason was basically systems
functions misunderstanding, that lead to wrong descriptions. This version is the third one written by
hand, and we are still make modi�cations to the proof passages and/or the speci�cation documents. If
someone wants to formally describe every aspect of a complex system in detail, then manual theorem
proving is very dif�cult and time consuming, especially for inexperienced users. Abstracting from im-
plementation details can be a way to shrink the code and the corresponding sub cases. In addition, more
automated techniques can be used to tackle the errors arise when humans write proofs. Model checking
and automated theorem provers may be used and researchers from the CafeOBJ and Maude commu-
nity have developed such tools[1] [12] [13] [7]. On the other hand the approach we have used has the
advantage of better understanding of the system which may help later, during the development and im-
plementation stages. We believe that at least the most important parts of safety critical industrial systems
should be formally analyzed before the implementation. To this end, formal techniques such as these
mentioned in this paper are useful and need to be applied. In the future we plan to �nish the veri�cation
of our model with the proof score approach, and then apply more automated techniques to compare with.
In addition we plan to investigate how to specify and verify a system with n check-in counters and not
with a �xed number, as in this paper, applying a revised method [6].
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Abstract. Term rewriting systems have a simple syntax and semantics and facilitate proofs of cor-
rectness. However, pure functional languages in general are not as popular in industry or academia
as imperative languages. We de�ne a term-rewriting based abstract programming language with an
imperative style and a precise semantics allowing programs to be translated into ef�cient impera-
tive languages, to obtain proofs of correctness together with ef�cient execution. This language is
designed to facilitate translations into correct programs in imperative languages with assignment
statements, iteration, recursion, arrays, pointers, and side effects. It can also be used in place of a
pseudo-programming language to specify algorithms.

1 Introduction

Term rewriting systems[1] have a simple syntax and semantics. Here a �rst-order term-rewriting based
programming style is introduced that facilitates translations into imperative languages. The purpose of
this system is to provide a way to express abstract algorithms that has a simple syntax and semantics but
is also close to imperative languages in style. Then abstract algorithms can be written and veri�ed in such
a system and translated into many imperative programming languages, so that the translated programs are
correct and ef�cient. This facilitates veri�cation and also avoids the need to rewrite the same algorithm
over and over again in many languages. At this stage only pure algorithms are considered, and features
such as interrupts and input-output are not considered. After the abstract algorithm has been translated
into a target language and inserted into a larger program, such features can be added in a language-
speci�c way. The idea of an abstract language that can be translated into others was presented earlier
[16, 17], but the abstract languages considered before were imperative and not fully speci�ed or not
speci�ed at all.

The K framework [19] provides a way to specify the formal semantics of imperative programming
languages. Some impressive semantics speci�cations have been done in it including the speci�cation of
the formal semantics of the C programming language [8]. The purpose of the present system is to pro-
vide an abstract term-rewriting based notation for imperative-style algorithms with a precise, accessible
syntax and semantics. Unlike the K framework, which gives a formal semantics for arbitrary programs
in an imperative language, the purpose of the present system is to provide a formalism for abstract pro-
grams which permits these programs to be translated into programs in a target imperative language with
a semantics similar to the semantics of the abstract programs.

In the present system, abstract programs are written in a formalism that is pure and close to logical
notation, so proofs of correctness may be easier than for imperative programs. This is due to the simple
syntax and semantics of �rst-order term-rewriting systems. In order for a proof of correctness in this
system to imply the correctness of a translated program, it is necessary that the semantics of this rewriting
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system be similar to the semantics of imperative languages; in particular, modifying a data structure will
cause all references to it also to be modi�ed, which cannot happen in pure functional languages. This
rewriting language is based on graph rewriting, which permits multiple pointers to the same structure.

This system is untyped. It is much simpler than other systems that have been proposed to give
abstract descriptions of algorithms, such as Coq[6, 9] or other logical frameworks[10, 15], which may
use the Curry-Howard isomorphism[13]. Thus this system may be easier for programmers to understand,
though the ideas presented here can also be extended to more sophisticated formalisms. It isnot the
purpose of this language to have the most expressive features such as higher-order functions, nonlinear
rules, overlapping rules or AC uni�cation; the purpose is to keep the language as simple as possible while
meeting its objectives.

A language based on these ideas is described in great detail in a previous unpublished paper [18] by
the authors. Here we just review and slightly reformulate its basic features to make the ideas accessible
to a wider community.

2 Syntax

The usual de�nitions of terms, rewrite rules, and so on will be assumed [1]. We concentrate on con-
structor systems that are complete in that all terms of the formf (t1; : : : ;tn) for de�ned symbol f and
constructor termsti are reducible. Also, we will use left-linear and non-overlapping (orthogonal) sys-
tems because they seem to correspond naturally to imperative programs. Left linearity is a reasonable
restriction for a programming language in the style of an imperative language, because it corresponds
to the lack of repeated formal parameters in imperative programming languages. Disjointness is also
reasonable because it means that each term can be rewritten in at most one way.

A procedurefor a de�ned function symbolf is a set of rewrite rules with all left-hand sides of the
form f (t1; : : : ;tn) for some termsti . If such a procedure consists of all rules inR of the speci�ed form
then it is called theR-procedure forf . A systemR is completeif for all non-constructorsf appearing
in R, for all termsf (t1; : : : ;tn) where theti are ground constructor terms,f (t1; : : : ;tn) is reducible by the
R-procedure forf .

Completeness corresponds to the fact that all inputs can be processed by typical imperative languages.
It implies that all non-constructor ground terms are reducible; as a consequence, all normal forms of
ground terms are constructor terms.

De�nition 2.1. A OCC system(called a COC system in the extended paper) is a constructor term rewrit-
ing system that is complete and orthogonal.

Such systems seem to correspond naturally to imperative programs. In such a systemR, if R is
terminating, then for each ground termr there is a unique terms such thatr ) !Rs, ands must be a
constructor term. Also, term rewriting systems and constructor terms automatically give records and
references.

A possible extension to the current formalism would be to allow nondeterminism. Also, ifR is not
terminating, then one can naturally extend the semantics to allow in�nite constructor terms as normal
forms, but this will not be considered here.

2.1 Procedures and programs

In this system, conditional statements can be de�ned in a straightforward manner. Also, procedures and
programs can be de�ned in this language in a straightforward manner. Some procedures arecompiled;
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an example is addition where 4 + 5 rewrites to 9. Such procedures can be implemented by procedures in
the underlying language and need not be explicitly de�ned by term rewriting. They can be thought of as
an in�nite sets of ground rewrite rules.

Of interest are the following:
Replace:
replace(i;y; f (x1; : : : ;xn)) ! f (x1; : : : ;y; : : : ;xn)
where thei-th argument off has been replaced byy.
One rule is needed for each non-constant constructorf and eachi.

D-Replace:
There are also similar rules ford replace(i;y; f (x1; : : : ;xn)) that return the same value asreplacebut

are destructive, in that the termf (x1; : : : ;xn) is not copied but theith argument is replaced. This will be
explained further in the following sections.

In order to simulate arrays with a number of elements declared at run time, it is necessary to extend
the language in some manner with functions of variable arity.

3 Graph rewriting

The semantics of the language is essentially given by graph rewriting. Each node of the graph has an
associated function symbol. If a nodeN has an associated function symbolf of arity k then it hask
children ordered left to right. Suppose they areN1; � � � ;Nk and the termti is associated withNi . Then the
term associated withN is f (t1; � � � ; tk). Common subterms can be represented by pointers to the same
node, although two syntactically identical terms need not share structure. If a structure is destructively
modi�ed by a destructive assignment then all references to it will also be modi�ed. This can cause side
effects, which violate the semantics of functional programming and the usual semantics of term rewriting
systems, but this conforms to the semantics of imperative programming languages. Such destructive
assignments can also create circular structures that correspond to in�nite terms.

The semantics of the present language can be seen as a sequence of graphs where each graph is
obtained from the previous one by the execution of a rewrite rule. This covers both the terminating
and nonterminating cases, and also handles programs that create circular structures. Nondeterminism
can be handled by sets of sequences of graphs, or by branching sequences of graphs. In this way one
obtains an operational semantics that is much simpler than a more axiomatic or denotational semantics.
Perhaps such abstract programs should be called graph rewriting automata to make this formalization of
semantics more acceptable to the research community.

A problem with pure functional languages is that it is dif�cult to ef�ciently implement array opera-
tions. In a pure functional language, replacing an element of an array entails creating a new copy of the
array, which is inef�cient in time and space. This can be helped some by representing arrays as binary
trees, but there is still a logarithmic cost for array operations, which can be done in constant time in
imperative languages. Also, it can be convenient to use side effects for some applications. Furthermore,
in order that veri�cation of abstract programs can be applied to veri�cation of programs translated into
imperative languages, the semantics of the abstract language has to model the semantics of imperative
languages, which have side effects and which modify arrays in a destructive manner.

In the system previously described [18], the graph is represented as an equivalence relation on terms,
and rewriting is replaced bydecorated rewriting. For details see the referenced paper.

Another option is to use monads, but these are dif�cult to understand and even with monads, to get
destructive operations one needs to have a state variable and use a single threaded style of programming.
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It's not clear that anything is gained by this.
Up to this point thebase languagehas been de�ned. In the referenced paper [18], extended features

are de�ned in terms of the base language. Among these are assignment statements and iterative state-
ments. However, every program in the extended language can be compiled down to a program in the
base language.

4 De�ning algorithms

Pseudocode is used in many algorithm texts to de�ne algorithms. However, this code generally does not
have a precisely speci�ed syntax and semantics. Here is what a well-known algorithms text [7] says on
page 16:

In this book, we shall typically describe algorithms as programs written in apseudocodethat
is similar in many respects to C, C++, Java, Python, or Pascal.

Another problem is that there is not a precise de�nition for what an algorithm is [20, 2, 12, 3, 14, 5,
11, 4]. The �rst algorithm in the text by Cormen et al [7] is insertion sort. However, it is not precisely
de�ned how one tells if an algorithm is insertion sort or not.

While not claiming to solve this latter problem, the rewriting language can be used for pseudocode to
de�ne algorithms. It does have a precise syntax and operational semantics, so that in principle programs
can be veri�ed in it. The operational semantics is de�ned in terms of sequences of graphs. The lan-
guage also has the appearance of imperative languages, making it suitable for de�ning algorithms in an
imperative style. Furthermore, translations of this language into high-level programming languages can
be written in a way that preserves the structure of the algorithm, in that assignment statements translate
to assignment statements, iterative statements to iterative statements, procedure calls to procedure calls,
and conditional statements to conditional statements. It is intended that programs resulting from such a
translation will have a semantics similar to the semantics of the abstract program. Preserving the struc-
ture of the abstract program also makes the translated program easier to understand for the programmer
and easier to maintain directly without going back to the abstract language for every change.

5 Conclusion

A language based on �rst-order term rewriting has been developed to have something of the style of im-
perative programming languages and to permit ef�cient translations into such languages. This language
also permits destructive operations with side effects. The pure rewriting language is con�uent, but the
version with destructive operations is not. The approach given in this paper could be extended to more
sophisticated languages such as Coq with highly developed type systems.

We wish to emphasize that this language has been made as simple as possible to meet the stated
objective of providing an ef�cient and direct translation into imperative programming languages. There-
fore extensions such as higher-order uni�cation and AC-uni�cation have not been added. This simplicity
makes it easier for the typical programmer to understand the language and also makes the language easier
to translate, interpret, and possibly compile. It also facilitates proofs of correctness in the language.

We also have tried to make the language as close as possible to typical imperative programming
languages. This is even necessary if proofs of correctness of the abstract language are to imply the
correctness of programs translated into typical imperative languages. It is our intention that assignment
statements in the present language will translate to assignment statements in an imperative language,
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conditional statements will translate to conditional statements, iterative statements will translate to itera-
tive statements, procedure calls will translate to procedure calls, and recursion will translate to recursion.
This means that the translated program will have essentially the same structure as the original program
and hopefully a similar semantics. This gives the programmer a high degree of control over the form of
the translated program and also makes it easier to translate the proof of correctness and to maintain and
perform complexity analysis on the translated programs. This also makes the language attractive as a
replacement for the pseudo-code often used in typical algorithms texts to specify algorithms, but without
a rigorous abstract semantics.

In the current programming environment, the same algorithms are programmed again and again in
different programming languages, but the structure of the code is essentially the same. It would be
better to represent the algorithm once in an abstract language such as that presented here and then write
translations into various high-level imperative languages. This also makes it more economical to verify
the algorithm once in the abstract setting rather than verifying each implementation of it in a speci�c
language; the algorithm will typically only be part of a program, and the entire program will still be
veri�ed in the target language.

We also want to emphasize that our concern is with algorithms such as shortest path algorithms,
maximum �ow algorithms, and others that may be used again and again. An algorithm can be seen as a
function from abstract mathematical objects such as graphs to other abstract mathematical objects such
as integers, as in a shortest path algorithm on graphs. We are not interested in programs that use many
interrupts, for example, or even in entire programs, but only in portions of them that can be regarded
as algorithms. There are many interesting algorithms such as garbage collection algorithms and storage
allocation algorithms that are not directly covered by the present system. The present approach can be
used to provide implementations of algorithms in larger programs in which some of the code is provided
directly in the target language.

In order to avoid con�icts with procedures in the target language program, there should be a facility
for renaming the de�ned symbols and constructors in the abstract or translated programs. Also, it would
be good to have encapsulation to help with this. However, a detailed translation example is beyond the
scope of this paper.

Another problem with the current approach to programming is that programs generally become ob-
solete after about 15 years and have to be updated or completely rewritten. It should be possible to write
an algorithm once and never have to write it again. The system presented in this paper is designed to
make this possible and is maximally accessible to the typical programmer.
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Abstract. Nowadays, emerging Software De�ned Networks (SDN) present an innovative and a pro-
motional research axis thanks to their advantages compared to conventional networks. Nevertheless,
security aspects within SDN networks are still challenging tasks because of the rapid expansion and
the dynamic updates of these networks. Security and cyber-security incidents such as nodes bad be-
haviors, con�gurations anomalies, vulnerabilities, attacks and intrusions, forwarding problems and
miss-con�gurations are crucial issues for SDN. To deal with cyber-security within SDN, industrials
and researchers need to improve new methods and approaches for detecting infected nodes and cyber-
attacks. In this paper, we present an approach for detecting and resolving security policy violations
in SDN Data Plane based on the bene�t of Machine Learning Algorithms and Arti�cial Intelligence.
The main contribution of this work is the proposition of a comprehensive online, dynamic and intel-
ligent solution to ef�ciently detect and resolve different security policy violations.

Keywords: Software De�ned Networks; SDN Data Plane; Security; Machine Learning; Security
Policy.

1 Introduction

Due to the complexity of con�guration, the expensive costs and the rigidity of conventional network ar-
chitecture, the appearance of the new paradigm Software De�ned Networks (SDN) was a revolutionary
potential to resolve these problems by centralizing the control over the network. SDN break the vertical
integration of the conventional network architecture. In this way, SDN solve the problem of interde-
pendence between the control plane and the data plane. In addition, SDN provide more programming
capabilities for the network. They enable network operators to manage their infrastructures in a simple
and dynamic way.

However, security issues remain a signi�cant concern and impede SDN from being widely adopted.
SDN and security have a reciprocal relationship. These networks are very vulnerable to external as
well as internal attacks that can easily overload the SDN resulting in critical degradation of the network
performance. One of the main security research challenges is ensuring the security of the infrastructure
itself. SDN Data plane has to be continuously monitored for detecting policy violations or suspicious
traf�c such as Intrusions or DOS attacks. The need of a system that can detect any harmful activities and
generate results to the management authority is a necessity.

In order to detect and resolve security policy violations, we had recourse to Machine learning, ar-
ti�cial intelligence, and other modern statistical methods. They are providing new opportunities to op-
erationalize previously untapped and rapidly growing sources of data bene�t. We aim to optimize our
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approach performance by using different machine learning algorithms such us Support Vector Machines
(SVMs), k-Nearest Neighbor (k-NN), Deep Learning, neural networks, etc. Our main goal is to propose
a mature solution that allows solving the current challenges of the security of the SDN data plane, in a
precise and online way; we optimize our approach via the arti�cial intelligence bene�ts.

The rest of the manuscript is organized as follows: in Section 2, we present the state of the art and
discuss the security challenges within SDN. We review and discuss related works in Section 3. In Section
4, we introduce and technically detail our proposed solution and discuss different perspectives. Finally,
in Section 5, we present our conclusion and ongoing works.

2 State of the Art

The dynamic and programmable nature of SDN faces many security issues, which demand innovative
and smart security solutions. To do so, it is necessary to improve SDN security by understanding their
weaknesses.

2.1 SDN Security

Providing and managing security in computer networks is a complex task. The network administrator
must prevent the network from internal and external intrusions. Network security aims to protect and
defend network assets to preserve their security dimensions. Security protection includes detection,
prevention and mitigation mechanisms against network threats, before the occurrence of network attacks.
Security defense includes detection, remediation, and mitigation against the actions of network attackers.
Security dimensions properties are classi�ed into categories like illustrated by �gure 1.

Figure 1: The basic properties of a secure communications network

The relation between SDN and security is bipolar. On the one hand, a SDN enables the improvement
of network security thanks to its concepts. In fact, SDN centralization provides means for the construc-
tion of a holistic knowledge of the network. However, on the other hand, the SDN concept brings out new
attack vectors that were not present in the conventional architecture. It intensi�es the severity of some
attacks. For example, an attacker who takes the commands of a controller will be able to access other
SDN components and corrupt them [2]. An adversary can even use a SDN asset as an attack vector or a
zombie to assault another one. Moreover, the breakdown of the controller will result in the unavailability
of services running in the application layer. An attacker can even take advantage of this situation to re-
place the legitimate controller with its corrupted controller. This usurpation will give him the commands
of the controller. Due to the sturdy dependability and reachability between SDN layers, an attack on a
layer can affect the other layers [4]. Depending on its sophistication and complexity, it can open new
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breaches towards other layers. In addition, it can reduce their performance [4]. An attacker can exploit
APIs vulnerabilities to access SDN resources in different layers. He can modify network traf�c and even
SDN functionalities. Also, he can insert itself in the middle of two layers to snoop the communications
between SDN entities [4]. Therefore, interfaces need to integrate into their heart security mechanisms
such as access control, encryption and integrity checks to protect the network. Network elements rely
entirely on the control layer. The latter speci�es their forwarding behavior. In the case of the connectiv-
ity between both layers failed, network elements will not be able to handle network traf�c because they
do not have any intelligence. In this case, the forwarding and routing capabilities of network elements
become inoperative, and they induce the network elements to drop the traf�c. As a result, the network
becomes unreliable. An attacker can exploit this issue to take control of network elements. For example,
it initiates a �rst threat that disconnects a network element from its controller. Then, it connects an im-
personated controller to this network element to command it. Consequently, the attacker reprograms all
the connected network elements [8]. We present in table 1 a summary of security issues and attacks with
regards to affected or targeted layers of SDN.

Table 1: Security issues within SDN layers.

2.2 Data Plane Security

The data plane layer consists of thousands of switches that are responsible for forwarding the packets.
It is important to identify possible threats and corresponding countermeasures in this layer, as switches
are the direct entry point to network access for end users. Attackers could target the network elements
from within the network itself. An attacker could theoretically gain unauthorized physical or virtual
access to the network or compromise a host that is already connected to the SDN and then try to perform
attacks to destabilize the network elements. This could be a type of Denial of Service (DoS) attack or
it could be a type of fuzzing attack to try to attack the network elements [3]. Possible security threats
in this layer are Man-In-The-Middle attacks that occur between the switch and the controller, denial of
service (DoS) attacks or attempted attack on network components DATA LAYER . Added to the external
possible attacks, switches miscon�gurations have a direct impact on the security and the ef�ciency of
the network. There are a list of network confusions that may occur during different network update
scenarios, such asforwarding black hole, forwarding loop, link congestionandnetwork policy violation.

2.3 Security Policy Violations

In SDN-based networks, it is easier to de�ne security policies dynamically using system properties and
network statistics than in traditional networks where most security mechanisms are managed using static
security policies. Besides, network policies can also produce new vulnerabilities such as opening access
to unauthorized intruders or blocking an authorized source.
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Access attacks enable an unauthorized entity to penetrate into the network. These attacks abuse the
access control and authentication security dimensions. They exploit vulnerabilities in network policies
and network miscon�gurations to gain access. Violation of SDN data plane integrity might lead to
abnormal behaviors of the overall network. During the network policy update, packets may violate the
policies. Such confusion is known as network policy violation. This challenge can in�uence the path
parsed by some packets. More, �ow rules may overlap each other in the same switch or between switches
which cause indirect network breaches. Depending on the complexity of an overlap found in violated
space, we distinguish between two types of access violations: (i)Entire Violation: if the �elds domain
of the decision path covers the whole space (denied or accepted) of the security policy; and (ii)Partial
Violation: if the �elds domain of the decision path partially covers the space of the security policy. Figure
2 highlights a list of network confusions that may occur during different network update scenarios.

Figure 2: Problems related to network updates.

3 Related works

There are several research works about the security of SDNs data plane due to the importance of this
layer. In [5], the authors focus on identifying challenges faced in securing the data plane of SDN. They
have presented a survey of available solutions and their limitations as well as future research recom-
mendations. They presented a covert channel defender (CCD) that prevents covert channel attacks by
verifying and resolving rule con�icts. Speci�cally, CCD tracks all rule insertion and modi�cation mes-
sages from applications running on the controller. It analyzes the correlation among rules based on
multiple packet header �elds and resolves any identi�ed rule con�ict in real time before rule installation.
In [7], the authors proposed a comprehensive discovering and �xing of data plane security invariants.
The solution considers Flow entries Decision Diagram (FeDD) as data structure and relies on formal
techniques for analyzing the policy defects and resolving miscon�gurations. It allows ensuring that the
operators policies are correctly applied in an optimal way. It is an of�ine approach to �x violations at
data plane side and a �ne-grained control of SDN switches �ow tables. A detection method in [1], has
been proposed to �nd compromised switches in data plane by analyzing the behavior of these switches.
This method depends on how a switch handles incoming packets which contravene the controller rules
then the switch is considered compromised. The design is composed of two algorithms for detection:
Forwarding Detection and Weighting Detection which has been implemented in Ryu controller.

Despite research efforts and valuable proposals addressing the security concept of SDN data plane,
it is still not mature and represents an open challenge. Indeed, most of existing solutions are of�ine
based approaches for detecting or correcting defects. More, the scalability of a lot of proposals is not
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veri�ed as well the overhead associated to several solutions constitutes a handicap. Taking bene�ts from
emerging technologies may help in resolving the issue. Particularly, by using an AI-based approach we
aim to de�ne a smart solution with a better accuracy to deal with this crucial aspect taking into account
the management of false positive and negative scenarios.

4 Proposed Solution

Our proposed approach is to detect and correct different types of access violations of the security policy
in the SDN data plane. Our goal is to provide a complete, online and of�ine, reliable and performed
solution using the advantages of Arti�cial Intelligence (AI). As input, our SDN network topology (�ow
tables, network traf�c) is considered. SDN allows a logically centralized control, global view of the
network, software-based traf�c analysis, and dynamic updating of forwarding rules. The detection and
resolution processes are linked to the security policy, composed of: (i) �rewalls rules (FWR); (ii) access
control lists (ACL); (iii) controllers policies (CTRLP). In order to ef�ciently organize, manage, maintain

Figure 3: Smart security approach for SDN

and optimize networking systems, more intelligence needs to be deployed. We propose to apply machine
learning techniques. The �rst step is Data Pre-Processing [6], by collecting and preparing data. Then we
will extract features from rules (Source IP address, Destination IP address, Port destination and Action).
Our online/of�ine approach aims to analyze security and cyber-Security properties and invariants to
detect any bad behaviors, anomalies, vulnerabilities, attacks and intrusions, forwarding problems or
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miss-con�gurations. Second, we train the model to detect and mitigate some attacks and intrusions or
bad behaviors, miscon�gurations of the policies. We test and evaluate the model, and �nally we deploy
the machine learning algorithm. If no incidents are detected we keep the same con�guration. If any
violation is detected, an alert will be send to the administrator and the process of Resolution is triggered.
As output, violations will be resolved and a new updated con�guration and an updated Security Policy
will be set.

Figure 3 details our proposed architecture, as input we have the SDN network, and a security policy.
Our approach will detect access violations by using machine learning techniques, which will improve
the accuracy and reduce the time of processing. Once the detection step is validated, the next step will
be to resolve the various violations as well as to optimize the network.

5 Conclusion

The emergence of Big Data has led to the need for dynamic networks that offer the possibility of quickly
adapting to changes in requirements. Software De�ned Networks (SDN) emerged as an innovative and a
promotional solution with several advantages compared to conventional networks while security mecha-
nisms such as access control, encryption and integrity checks to protect the network, must be preserved
in a real time context. Our proposal consists of an online solution that can assure the detection and the
resolution of access and security policies violations.
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