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Abstract

The aim of this thesis is to implement an algorithm that finds rational solutions of first-order
algebraic ordinary differential equations (AODEs). We are interested in the general solution
that depends on a transcendental constant.
To tackle this problem, a geometric approach is used. We neglect the differential aspect and

consider the derivative as new variable. This leads to an algebraic equation. So we consider
the AODE as an algebraic curve, in which the coefficients are rational functions. We have
to compute the rational parametrization of the obtained curve. Since we look for rational
solutions, we also require the coefficients of the parametrization to be rational. Every curve
over the field of rational functions admits such a parametrization. Therefore, the key notion is
optimal parametrization.
For parametrizing over the rational numbers, there are already implementations available.

But these are not applicable for our problem, since they require field extensions. So we have to
construct a new implementation.
Our goal is to decide whether the AODE has a rational general solution and in the affirmative

case compute it. To do so, we have to modify the problem and search for solutions where also the
arbitrary constant appears rationally. Such a solution is called strong rational general solution.
Thus, we achieve a decision algorithm.
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Kurzfassung

Das Ziel dieser Arbeit ist die Implementierung von einem Algorithmus zum Finden rationa-
ler Lösungen von algebraischen gewöhnlichen Differenzialgleichungen erster Ordnung. Wir sind
interessiert an der allgemeinen Lösung, die von einer transzendenten Konstante abhängt.
Für dieses Problem wird ein geometrischer Ansatz verwendet. Wir vernachlässigen den diffe-

renziellen Aspekt und betrachten die Ableitung als neue Variable. Dies führt zu einer algebra-
ischen Gleichung. Somit betrachten wir die Differenzialgleichung als algebraische Kurve, wobei
die Koeffizienten rationale Funktionen sind. Wir bestimmen die rationale Parametrisierung der
dadurch entstandenen Kurve. Weil wir nach rationalen Lösungen suchen, müssen auch die Koef-
fizienten der Parametrisierung rational sein. Jede Kurve über dem Körper der rationalen Funk-
tionen besitzt solch eine Parametrisierung. Somit benötigen wir die optimale Parametrisierung.
Zum Parametrisieren über rationale Zahlen sind bereits Implementierungen vorhanden. Aber

diese können wir für unser Problem nicht anwenden, da sie Körpererweiterungen benötigen.
Somit müssen wir eine neue Implementierung erstellen.
Wir wollen entscheiden, ob eine Differenzialgleichung eine rationale allgemeine Lösung besitzt

und im positiven Fall diese bestimmen. Dazu müssen wir das Problem etwas verändern, indem
wir nach Lösungen suchen, in denen auch die Konstante rational vorkommt. Solche Lösung nennt
man strikt rationale allgemeine Lösung. Somit erreichen wir einen Entscheidungsalgorithmus.
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1. Introduction

In this thesis we study differential equations. A differential equation is a relation depending on
an unknown function and some of its derivatives. Our particular interest are algebraic differential
equations, which are defined by polynomials. The aim of this thesis is to construct a program
that solves differential equations.
Differential equations are studied a lot, and they play an important role in numerous areas such

as physics, biology, chemistry, engineering and economics. Many scientific laws are formulated
by such equations.
Differential equations have a long history. For the first time, they were studied by Newton

and Leibniz in the 1670s. In 1746, d’Alembert discovered the wave equation that determines
the spreading of sound and light. The Euler–Lagrange equation was developed in the 1750s. A
solution determines a curve where a particle reaches a fixed point in the same amount of time,
independent of the starting point.
We do not only want to state relations, but also solve the equations. In the best case, we can

find closed-form expressions for the solution. If finding such an explicit solution gets too hard,
one may use numerical approximation to evaluate at a specific point. Thus, numerical methods
play an important role in the task of solving differential equations.
In symbolic computation, we aim to determine solution formulas. A solution method for all

differential equations does not exist and probably never will. Often we just consider particular
classes of equations. Bernoulli proposed the Bernoulli differential equations and solved them.
Linear differential equations are studied a lot. Such types may often be solved by making
an Ansatz as exponential or trigonometric function. Kovacic [Kov86] gave an algorithm for
determining all solutions of Riccati equations. But so far, not even for first-order differential
equations a general algorithm exists.
Another question that may arise, is whether there exists a solution in a certain class of

function. A solution can be e.g. rational, radical, algebraic or a power series. We want to decide
the existence of such type of solution and in the affirmative case compute it.
Differential algebra was introduced by Joseph Ritt in [Rit50], which raised interest also to

algebra of this analytical problem. In differential algebra, we view an algebraic differential
equation as polynomial and work with the generated ideal. This enables us to use algebraic
methods.
In [Kam83], Erich Kamke presents a wide collection of examples and solution methods of

various differential equations. We frequently state some of his examples and solve them by
using our own algorithms.

In this thesis we are concerned about a solution method for algebraic ordinary differential
equations (AODEs). An AODE is a polynomial relation between a univariate function, some
of its derivatives and the variable of differentiation. Let K be an algebraically closed field of
characteristic 0. In practise, K might be Q, the field of algebraic numbers. For a polynomial F
with coefficients in K, an AODE can be written as

F (x, y, y′, . . . , y(k)) = 0 , (1.1)

1



1. Introduction

where y is a function in the variable x and k ∈ N. Our goal is to find the function y(x) such
that (1.1) is satisfied. The highest derivative appearing explicitly in F is called the order of the
AODE (1.1). Without loss of generality, let the polynomial F be irreducible. Otherwise, the
whole set of solutions consists of the solutions of the individual factors. If F does not depend
on x, we call the AODE autonomous. Then it is of the form

F (y, y′, . . . , y(k)) = 0 .

We aim to find symbolic expressions. Solutions are not unique. We do not want just one par-
ticular solution, but the whole family of solutions depending on some transcendental constants.
Such a solution is called a general solution. The order of the AODE determines the number of
independent constants. So a general solution of order k depends on k transcendental constants.
A solution can be in a certain class of functions: rational, radical, algebraic, power series. We
are interested in rational solutions. A rational general solution is of the form

y(x) = a0 + a1x+ · · ·+ amx
m

b0 + b1x+ · · ·+ bnxn
,

where ai, bi are constants in a differential field extension of K, i.e. ai, bi ∈ K(c1, . . . , ck).

Outline
We aim for an implementation in Maple of a decision algorithm by Vo, Grasegger and Winkler
[VGW18] for existence of so-called strong rational general solutions, i.e. solutions in which also
the constants appear rationally.
In Chapter 2 the basics of commutative algebra and differential algebra are recalled. In

Chapter 3 the algebro-geometric method for solving AODEs is presented. For dealing with first-
order equations, three procedures are discussed. One of these is explained in more detail in the
remaining part of the thesis. The method is heavily based on parametrization. Chapters 4-6 are
dedicated to the task of finding a suitable rational parametrization. In Chapter 7 the results
are combined together and we obtain a decision algorithm. Since we aim to find an algorithmic
procedure, we particularly care about the computational point of view. An implementation in
Maple is given in the appendix.
In this thesis we assume that all domains are of characteristic 0. For a field K, we denote by

K its algebraic closure.
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2. Preliminaries in Commutative and
Differential Algebra

Before we go into details, some basic notions in commutative algebra and differential algebra are
discussed. We consider the connection of algebraic ideals and differential ideals, and we study
their generic zeros.

Polynomial and Differential Ideals

Definition 2.1. Let R be a commutative ring with 1 and R[x1, . . . , xn] the polynomial ring. A
set I ⊆ R[x1, . . . , xn] is an algebraic (polynomial) ideal iff it is closed under linear combination,
i.e. if F1, . . . , Fn ∈ I and P1, . . . , Pn ∈ R[x1, . . . , xn], then also

n∑
i=1

PiFi ∈ I .

If I is generated by F1, . . . , Fn, we write I = 〈F1, . . . , Fn〉. The set {F1, . . . , Fn} is called a basis
for I.

Definition 2.2. A commutative ring with 1 in which every ideal has a finite basis is called a
Noetherian ring.

Theorem 2.3 (Hilbert’s Basis Theorem). If R is a Noetherian ring, then also R[x] is Noetherian.

Since every field is Noetherian (the only ideals are 〈0〉 and 〈1〉), it follows by inductively
applying Hilbert’s Basis Theorem that K[x1, . . . , xn] is a Noetherian ring. So every polynomial
ideal has a finite basis. This enables us to compute Gröbner Bases, which help us in deciding
whether a polynomial is contained in the ideal.

Definition 2.4. A set V ⊆ An(K) is an algebraic set (variety) iff there is a set of polynomials
S ⊆ K[x1, . . . , xn] such that V consists of those points P vanishing on all F ∈ S, i.e.

V = V (S) = {P ∈ An(K) | F (P ) = 0 for all F ∈ S} .

Let I = 〈S〉, then V (S) = V (I). Since every ideal in K[x1, . . . , xn] has a finite basis, every
algebraic set consists of the common solutions of finitely many polynomials.

The following definitions can be found in [Rit50].

Definition 2.5. Let R be a commutative ring with 1. A derivation ′ is a map from R to R such
that for all r, s ∈ R we have

1. (r + s)′ = r′ + s′,

2. (rs)′ = r′s+ rs′.

3



2. Preliminaries in Commutative and Differential Algebra

(R,′ ) is called a differential ring. If R is a field, we call it a differential field.

Example 2.6.

• Any ring R with the trivial derivative, which maps everything to 0, is a differential ring.

• The univariate polynomial ring Q[x] with ′ = d
dx is a differential ring. But we could also

obtain one by setting x′ = 2. In fact, x′ could be anything in Q.

• The field of rational functions Q(x) with ′ = d
dx is a differential field.

Definition 2.7. Let (R,′ ) be a differential ring. Consider R{y} = R[y(0), y(1), y(2), . . . ] the
polynomial ring in infinitely many variables. Then ′ can be extended to a derivation δ on R{y}
by

δ
(∑

aiy
(i)
)

=
∑

δ(ai)y(i) + aiy
(i+1) .

The differential ring (R{y}, δ) is called the ring of differential polynomials in y. From now on
we write y, y′, y′′, . . . for y(0)y(1), y(2), . . . .

Definition 2.8. A polynomial ideal I in (R{y}, δ) is called a differential ideal iff it is closed
under the derivation δ, i.e. if F ∈ I, then also δ(F ) ∈ I.
If I is generated by some differential polynomials F1, . . . , Fn ∈ R{y}, we write I = [F1, . . . , Fn].

Example 2.9. Let F = y′+ y2− 3x ∈ Q[x]{y} be a differential polynomial. Then F ′ = δ(F ) =
y′′ + 2yy′ − 3, F ′′ = δ(δ(F )) = y′′′ + 2y′2 + 2yy′′.

Note that R{y} is a non-Noetherian ring. The algebraic ideal 〈y, y′, y′′, . . . 〉, for ′ = d
dx , does

not have a finite basis. But as a differential ideal [y, y′, y′′, . . . ], it has a finite basis, namely it
can be written as [y].

Generic Zeros and General Solutions
Definition 2.10. Let K be a field and L a field extension of K. Let I be an ideal in
K[x1, . . . , xn]. A point P ∈ An(L) is a zero of I iff for all F ∈ I we have F (P ) = 0. It is
a generic zero iff I is the defining ideal of P , i.e. F ∈ I if and only if F (P ) = 0.

Example 2.11. Consider I = 〈y − x2〉 in Q[x, y]. All its zeros are of the form (t, t2), for t ∈ C.
Therefore, P = (t, t2) ∈ C(t)2 is a generic zero of I.

Definition 2.12. Let K be a differential field. Let I be a differential ideal in (K{y}, δ). An
element p in a differential field extension is a zero iff for all F (y) ∈ I we have F (p) = 0. It is a
generic zero iff I is the defining ideal of p, i.e. F (y) ∈ I if and only if F (p) = 0.

Example 2.13. The differential ideal [y′−2x] in Q(x){y} has the generic zero x2 +c ∈ Q(x)(c),
where c is a transcendental constant. The corresponding differential equation y′ − 2x = 0 has
the general solution y(x) = x2 + c.

We are in fact interested in the radical of I, denoted by
√
I. It consists of all those polynomials

F such that a power Fn is contained in I. So
√
I = {F | ∃n ∈ N : Fn ∈ I} .

For those we have a very important property:

4



Theorem 2.14 (Hilbert’s Nullstellensatz). Let I be an ideal in K[x1, . . . , xn], where K is an
algebraically closed field. Then

√
I consists exactly of those polynomials which vanish on all

zeros on I.

Geometrically, Hilbert’s Nullstellensatz says that the zeros of I and
√
I coincide. Therefore,

we can assume I to be radical.
In the same way we define the radical differential ideal, denoted by {I}. The differential

Nullstellensatz states that {I} consists of those polynomials which vanish on all zeros on I.

Exactly the prime ideals admit a generic zero. For an ideal in K[x1, . . . , xn], the generic zero
lies in a field extension of K. For a differential ideal in (K{y}, δ), it lies in a differential field
extension of K.
Therefore, we aim to obtain prime ideals. Over the polynomial ring every radical ideal can be

decomposed into a finite intersection of prime ideals. For principle ideals we have that if F is
irreducible, then 〈F 〉 is a prime ideal. This, however, is not true anymore for differential ideals.
But we can do a similar approach.
Let [F ] be the differential ideal generated by F and its derivatives. From the differential

Nullstellensatz, it is sufficient to consider its radical {F}.

Theorem 2.15. Let F ∈ K(x){y}, where F is irreducible as a polynomial in K[x, y′, . . . , y(n)].
Then we have the decomposition

{F} = ({F} : S) ∩ {F, S} ,

where S is the separant of F , the derivative of F w.r.t. y(n).

Proof. See [Rit50, Chapter 2].

{F} : S is called the general component. Ritt shows that it is a prime differential ideal, which
therefore has a generic point depending on some transcendental constants. The generic zero
of {F} : S is called general solution. But there might also be some elements in {F, S}, called
singular solutions. We are mainly concerned in finding general solutions.

Example 2.16. Consider the differential equation F = y′2 + 2y′ − 4y − 4x = 0. A general
solution of F is y(x) = (x + c)2 + c. The separant is ∂F

∂y′ = 2y′ + 2. So F also has a singular
solution y(x) = −x− 1

4 .

Rational Parametrization of Algebraic Curves

Algebraic curves are defined by the zero set of a bivariate polynomial F (x, y). We consider 〈F 〉,
the ideal generated by F . From Hilbert’s Nullstellensatz, it suffices to look at the radical. Since
the radical of 〈F 〉 is given by the squarefree part of F , we may assume F to be squarefree.

Definition 2.17. Let K be a field and F ∈ K[x, y]. An algebraic plane curve over K is defined
as the set

CF = {(x, y) ∈ A2(K) | F (x, y) = 0} ,

where F is a non-constant squarefree polynomial.

5



2. Preliminaries in Commutative and Differential Algebra

More generally, an algebraic curve is a hypersurface of dimension 1. So in the plane, a curve
is generated by one single bivariate polynomial.
Even though K is the field of definition, a solution may lie in some field extension of K. The

whole curve lives in A2(K).
If F is irreducible, 〈F 〉 is a prime ideal and therefore admits a generic point. A parametrization

is a map

P : A1(K)→ CF

t 7→ (p1(t), p2(t))

such that F (p1(t), p2(t)) = 0 for all values of t, where p1, p2 are not both constant. P describes
a generic point on the curve. Only irreducible curves can have a generic point.
In the following, by abuse of notation, we denote the defining polynomial F also as the curve

itself.

Example 2.18. The parabola y = x2 has the parametrization (t, t2). The node y2−x3−x2 = 0
has the parametrization (t2 − 1, t3 − t).

Parabola Node

Implicit representations and parametrizations have their advantages and disadvantages. Given
an implicit equation F (x, y) = 0, it is easy to check whether a point lies on the curve. But it
is hard to find some points on the curve. On the other hand, if we have a parametrization
(p1(t), p2(t)), we can easily generate points. But for checking whether a given point lies on the
curve, we have to solve algebraic equations.
Parametrizations can be in a certain class of functions: rational, radical, algebraic, power

series. If p1 and p2 are rational, we speak of a rational parametrization.
If a curve admits a rational parametrization, we call it rational or parametrizable. Rationality

depends on the number of singularities. A regular point is a point on the curve that has a
simple unique tangent. Otherwise, it is called a singular point, i.e. there is no unique tangent.
Singularities include multiple points. P is a singular point on F if and only if F (P ) = ∂F

∂y (P ) =
∂F
∂z (P ) = 0. Since F is squarefree, the set of solutions is finite. Thus, a curve can only have
finitely many singularities. P has multiplicity k if all derivatives up to k − 1 vanish on P , we
denote it by multP (F ). The set of all singularities is denoted by Sing(F ).
We can always decide whether a curve is rational. The following theorem gives a necessary

and sufficient condition.

Theorem 2.19. An algebraic curve is rational if and only if its genus is equal to 0.

6



Proper parametrizations are those with lowest degree. Let F be a curve having only ordinary
singularities, i.e. singular points where all its tangents are distinct. Then the genus can be
computed by

genus(F ) = 1
2

(d− 1)(d− 2)−
∑

P∈Sing(F )
multP (F )(multP (F )− 1)

 .

In general, for an irreducible curve, the relation (d− 1)(d− 2) ≥
∑
multP (multP − 1) holds. So

the rational curves are those having as many singularities as their degree permits.

d (d− 1)(d− 2)
∑
multP (multP − 1)

1 0 0
2 0 0
3 2 2 · 1
4 6 3 · 2 = 2 · 1 + 2 · 1 + 2 · 1

Irreducible lines and conics cannot have any singularity. A cubic is rational if and only if it has
one singular point. Rational curves of degree 4 either have a triple point or 3 double points.
Although the implicit representation is unique up to a constant, there are infinitely many

rational parametrizations. In fact, if P(t) is such a parametrization, then so is P(f(t)) for any
rational function f . We want to extract those parametrizations with lowest degree, which are
satisfied by proper parametrizations.

Definition 2.20. A rational parametrization is called proper iff it has a rational inverse.

For proper parametrizations every curve point is generated only once, except some singu-
larities. This is equivalent to K(p1(t), p2(t)) = K(t). If an algebraic curve admits a rational
parametrization, then it also admits a proper one. Proper parametrizations satisfy some degree
equalities:

Theorem 2.21. Let (p1(t), p2(t)) be a proper parametrization of F (x, y) = 0. Then

1. degt(p1) = degy(F ),

2. degt(p2) = degx(F ),

3. if (q1(t), q2(t)) is another proper parametrization, then there exists a Möbius transforma-
tion, i.e. a linear rational function l(t) = at+b

ct+d with ad− bc 6= 0 such that p1(l(t)) = q1(t),
p2(l(t)) = q2(t).

7





3. The Algebro-Geometric Method

In the algebro-geometric method for solving AODEs F (x, y, y′, . . . , y(n)) = 0 we first neglect
the differential aspect by introducing new variables y1 = y′, . . . , yn = y(n). So we consider the
derivatives as new indeterminates. This leads to an algebraic equation F (x, y, y1, . . . , yn) = 0.
A solution of the AODE can be regarded as a parametrization of the corresponding hyper-

surface F (x, y, y1, . . . , yn) = 0. Depending on the function class of the parametrization, we will
arrive at different classes of solutions.
So we first compute a parametrization of F . Parametrizations are not unique. We try to

transform it into another one, but now satisfying the differential conditions.
In this thesis we only consider rational solutions of first-order AODEs. Not every differential

equation has a rational general solution. Let K be an algebraically closed field. We deal with
the following problem:

Given: An AODE of order 1
F (x, y, y′) = 0 ,

where F ∈ K[x, y, z] is irreducible and y is a function in the variable x.

Decide: Does the AODE have a rational general solution?

If so, find: The rational general solution y(x) depending on a transcendental constant c.

In order for F (x, y, y′) = 0 to be a differential equation, y′ has to occur explicitly in F , therefore
F ∈ K[x, y, z]\K[x, y]. Since we work with first-order AODEs, a general solution depends on
exactly one independent constant. We seek the rational general solution y(x) ∈ K(c)(x). The
constant does not need to occur rationally. We aim to construct an algorithm that decides
whether an AODE has a rational general solution and in the positive case compute it.
In [FG04] Feng and Gao introduced the algebro-geometic method for solving autonomous dif-

ferential equations. The idea of their approach consists in relating the AODE F (y, y′) = 0 to an
algebraic plane curve F ∈ K[y, z]. A rational solution (y(x), y′(x)) is a rational parametrization
of the corresponding curve.
There are two ways to extend this method to the general case F (x, y, y′) = 0: Either we

view F ∈ K[x, y, z] as a surface in the sphere A3(K). This approach was developed in [NW10]
and [NW11]. For almost all cases, it computes the rational general solution. Unfortunately,
sometimes we have no stopping criterion. Thus, it is no decision procedure.
Alternatively, we view F ∈ K(x)[y, z] as a plane curve, but now over the field of rational

functions K(x). This approach was developed in [VGW18]. We have to modify the problem and
look for strong rational general solutions, i.e. rational general solutions where also c appears
rationally. Then we achieve a decision algorithm.
So for one algorithm we lack a decision procedure, while for the other we can only find strong

rational solutions. But neither of them reaches both tasks. We further briefly discuss these
three methods.
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3. The Algebro-Geometric Method

3.1. Autonomous Case: Curve over A2(K)
First, we consider the case where the variable x does not appear explicitly in the AODE. So the
AODE is autonomous and can be written as

F (y, y′) = 0 .

This case was treated by Feng and Gao in [FG04] and [FG06]. They gave a decision algorithm
for finding rational general solutions. We present an outline of their approach. The missing
proofs can be found in [FG04].

Lemma 3.1. Let ȳ = a0+a1x···+amxm

b0+b1x+···+bnxn be a nontrivial solution of F (y, y′) = 0. Then

y = a0 + a1(x+ c) + · · ·+ am(x+ c)m

b0 + b1(x+ c) + · · ·+ bn(x+ c)n

is a rational general solution, where c is a transcendental constant.

This fact reduces the problem of finding the rational general solution of F (y, y′) = 0 to the
problem of finding just one particular rational solution. For the non-autonomous case, Lemma
3.1 is not valid anymore: y′ − x = 0 has a solution x2

2 . The lemma would suggest the rational
general solution to be (x+c)2

2 , but it is x2

2 + c.
We view F as defining an algebraic plane curve CF . We consider the algebraic equation

F (y, z) = 0, where F ∈ K[y, z]. Let y(x) be a rational solution of the AODE F (y, y′) = 0. Then
the pair (y(x), y′(x)) can be regarded as a rational parametrization of F (y, z) = 0. Therefore,
only parametrizable curves have a rational general solution.
In fact, the parametrization is even proper:

Theorem 3.2. Let y(x) be a rational function. Then K(y(x), y′(x)) = K(x).

So (y(x), y′(x)) is a proper parametrization of CF . This gives rise to the following strategy:
We first compute a proper rational parametrization

P = (p1(x), p2(x)) ∈ K(x)2

of CF . Then we try to transform this parametrization into another proper one such that the
second component is the derivative of the first. From Theorem 2.21 we know that each proper
parametrization can be transformed to another one by a linear rational function T (x) = ax+b

cx+d .
This leads to a decision method. We have to find such a transformation such that p1(T (x))′ =
p2(T (x)). F has a rational general solution if and only if there exists such a T . In the affirmative
case, (

p1(T (x)), p1(T (x))′
)

corresponds to a solution of the AODE, and y(x) = p1(T (x+ c)) is the rational general solution
of F (y, y′) = 0.

Example 3.3. Consider the autonomous differential equation

y′ + y2 = 0 .

A proper rational parametrization of the associated curve is

P(x) = (x, −x2) .

10



3.2. General Case: Surface over A3(K)

Using T (x) = 1
x , we get another parametrization, where the second is the derivative of the first:

(y, y′) =
(1
x
, − 1

x2

)
.

So y(x) = 1
x+c is the rational general solution.

From the degree equalities of a proper parametrization, Theorem 2.21, we additionally get

Corollary 3.4. Let y be a rational general solution of F (y, y′) = 0. Then

degx(y) = degy′(F ) .

With that knowledge, we could actually take a general function of given degree, insert in F
and solve for the coefficients. But this would soon get very expensive. Thus, the above approach
is definitely preferable. Corollary 3.4 is not true for the non-autonomous case anyway: Consider
F = y′−xn. Then degy′(F ) = 1, and the rational general solution is y(x) = xn+1

n+1 + c, so degx(y)
can get arbitrarily large. Therefore, we really need the parametrization.

3.2. General Case: Surface over A3(K)

We now consider the non-autonomous first-order AODE

F (x, y, y′) = 0

and proceed as described in [NW10]. We view F as defining an algebraic surface in the sphere.
We consider the algebraic equation F (x, y, z) = 0. Let y(x) be a rational solution of the AODE
F (x, y, y′) = 0. Then the triple (x, y(x), y′(x)) can be regarded as a rational space curve on the
surface F (x, y, z) = 0.
We compute a rational parametrization

P(s, t) = (p1(s, t), p2(s, t), p3(s, t)) ∈ K(s, t)3 .

Then we try to transform this parametrization in such a way that the differential conditions
are satisfied. Thus, we arrive at a system of quasilinear first-order autonomous equation, called
associated system:

s′ = p2t − p3p1t

p1sp2t − p1tp2s
,

t′ = p1s − p3p2s

p1sp2t − p1tp2s
.

(3.1)

There is a 1-1-correspondence between solutions of the initial equation and the associated system
(3.1). It is chosen in such a way that

P(s(x), t(x)) =
(
x+ c, p2(s(x), t(x)), p2(s(x), t(x))′

)
.

Then y(x) = p2(s(x− c), t(x− c)) is the rational general solution of F (x, y, y′) = 0.

11



3. The Algebro-Geometric Method

Invariant Algebraic Curves
We still have to solve the associated system (3.1). The system is autonomous and of order 1.
Thus, it can be described as a vector field. We follow the approach of [NW11].

Definition 3.5. An invariant algebraic curve of the rational system

s′ = M1(s, t)
N1(s, t) , t′ = M2(s, t)

N2(s, t) ,

where M1,M2, N1, N2 are polynomials, is an algebraic curve G(s, t) = 0 such that

Gs M1N2 +Gt M2N1 = G K ,

where K is any polynomial.

A rational general solution of the associated system parametrizes a rational invariant curve.
The factors of an invariant curve are again invariant curves. Therefore, it suffices to look at
all irreducible invariant algebraic curves. A rational parametrization (s(x), t(x)) is a candidate
for a solution of the associated system. In general, we have an upper degree bound for an
irreducible invariant curve. But in the unlikely case the system has some dicritical points, we
have no boundary condition and might search forever. Thus, the above method is no decision
procedure.

3.3. General Case: Curve over A2(K(x))
We again consider the non-autonomous first-order AODE

F (x, y, y′) = 0

and proceed as described in [VGW18]. As in the autonomous case, we view F as defining an
algebraic plane curve CF , but now F has coefficients in K(x), the field of rational functions in
x. We consider the algebraic equation F (y, z) = 0, where F ∈ K(x)[y, z]. Let y(x) be a rational
solution of the AODE F (x, y, y′) = 0. Then the pair (y(x), y′(x)) can be regarded as a rational
point on the curve F (y, z) = 0. Therefore, F has to be parametrizable as a curve over K(x).
We compute a rational parametrization

P(t) = (p1(x, t), p2(x, t)) ∈ (K(x)(t))2 .

Then we try to transform this parametrization into another one such that the second component
is the derivative of the first. We have to find a rational function T (x) such that p1(x, T (x))′ =
p2(x, T (x)). This transformation T (x) satisfies some quasilinear first-order equation, called
associated equation. There is a 1-1-correspondence between solutions of these two equations. If
the associated equation has a rational general solution, it is a Riccati Equation

T ′(x) = a0(x) + a1(x)T (x) + a2(x)T (x)2 , for some a0, a1, a2 ∈ K(x).

For this type of equation there are solution methods available. Then(
p1(x, T (x)), p1(x, T (x))′

)
corresponds to a solution of the AODE, and y(x) = p1(x, T (x, c)) is the rational general solution
of F (x, y, y′) = 0.
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3.3. General Case: Curve over A2(K(x))

Example 3.6. Consider the first-order AODE

y′2 + 2y′ − 4y − 4x = 0 .

A rational parametrization of the associated curve is

P(x, t) = (t2 + t− x, 2t) .

Setting t = x+ c, we get
(y, y′) =

(
(x+ c)2 + c, 2(x+ c)

)
.

So y(x) = (x+ c)2 + c is the rational general solution.

Strong Rational Solution
This approach actually does not work for the whole class of rational general solutions y(x, c).
The problem has to be weakened a little bit. We also want the c to appear rationally in y.

Definition 3.7. A solution y of F (x, y, y′) = 0 is called a strong rational general solution iff
y ∈ K(x, c)\K(x), where c is a transcendental constant over K.

This modification enables us to state the following fundamental theorem:

Theorem 3.8. Let F ∈ K[x, y, z]\K[x, y] be irreducible. If F (x, y, y′) = 0 has a strong rational
general solution y(x, c), then

1. F is irreducible as a polynomial in K(x)[y, z].

2. F (y, z) is parametrizable with coefficients in K(x). In particular, P(t) = (y(x, t), d
dxy(x, t))

is such a rational parametrization.

Proof. See [VGW18, Theorem 3.1].

This theorem helps us in deciding the existence of a strong rational general solution. It
promises us that we do not miss any solution. Only parametrizable AODEs admit strong
rational general solutions. Therefore, parametrizability can be seen as a necessary condition for
an AODE, having a strong rational general solution.

Example 3.9. A rational general solution which is not strong is

y(x) = cx+
√
c3 + 1 .

An AODE having this solution is

y2 − 2xyy′ + x2y′2 − y′3 − 1 = 0 .

The corresponding curve has genus 1. Thus, it violates the conditions in Theorem 3.8. Therefore,
the differential equation cannot have any strong rational general solution.

We further focus on the approach considering the differential equation as a curve over K(x).
Chapters 4 is devoted to parametrizing curves with coefficients inK(x). Parametrization requires
some base points on the curve. In Chapter 5 and 6 it is explained how to find such points. Finally,
as described in Chapter 7, we transform the differential equation into a quasilinear one, which
is easier to solve. Thus, we achieve a decision algorithm.
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4. Optimal Parametrization

The algebro-geometric approach for solving differential equations depends highly on parametriza-
tion. Since we work with the class of rational solutions, we require rational parametrizations.
In our case, the coefficients may occur as rational functions.
We want a “good” parametrization. A proper rational parametrization is minimal w.r.t. the

degree of P. But in this chapter we particularly take care of the coefficients. To motivate this,
let us look at the following example:

Example 4.1. Consider the square function y = x2 overQ. It has a proper rational parametriza-
tion P1(t) = (t, t2). But another proper parametrization would be P2(t) = (

√
2t, 2t2). Here, we

had to extend the field of coefficients. Thus, we prefer P1 of course.

Since we are looking for rational solutions of AODEs, it is crucial for the coefficients to stay
in the ground field K(x). Only such a parametrization allows us to transform the AODE into a
quasilinear one. This gives rise to the following definition:

Definition 4.2. Let F be an algebraic curve over K. A field L ⊇ K is called a field of
parametrization iff there exists a rational parametrization P(t) with coefficients in L. A point
on F is called L-rational iff it has coordinates in L.

We will see that the existence of a parametrization in L depends on the existence of an L-
rational point. Clearly, if L is a field of parametrization, then there exists an L-rational point.
But also the converse is true. Chapter 5 is devoted to the search of K(x)-rational points.

Definition 4.3. A field of parametrization L is called optimal iff the extension degree [L : K]
is minimal. The corresponding rational parametrization is called an optimal parametrization.

Example 4.4. As we have seen above, Q and Q(
√

2) are fields of parametrization of the square
function, where obviously Q is optimal. P1 is an optimal parametrization.

From Theorem 3.8 we know that if an AODE F (x, y, y′) = 0 has a strong rational general
solution y(x, c), then there exists a rational parametrization of F with coefficients in K(x), take
P(t) = (y(x, t), d

dxy(x, t)). Thus, it suffices to find an optimal parametrization.

The parametrization algorithm relies on intersecting the given curve with a system of curves
in some specific points and some specific multiplicities. For two plane curves A and B, the
intersection multiplicity in a point P , denoted by multP (A,B), can be described axiomatically,
see [Ful08, Section 3.3].
During this chapter we frequently use Bézout’s theorem, telling about the number of inter-

sections. So we once state it here:

Theorem 4.5 (Bézout). Let A and B be two projective plane curves over K of degree m and
n without common components, then∑

P∈P2(K)
multP (A,B) = m · n .
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4. Optimal Parametrization

We abbreviate the set of intersection points as A ∩ B, knowing that we in fact talk about
multisets. If the intersection points of two curves are P1, . . . , Pn with associated multiplicities
m1, . . . ,mn, we express this by the divisor

m1 · P1 + · · ·+mn · Pn .

Now we come to the parametrization methods, as described in [SWPD08]. Since only irre-
ducible curves are parametrizable, we consider a curve defined by an irreducible polynomial
F (y, z) with coefficients in a field K. Typically, K might be Q or K(x).

4.1. Linear Occurrence of a Variable
If one variable occurs linearly, the parametrization can be found by just converting the equation.
Suppose w.l.o.g. z occurs linearly in F . Then

F (y, z) = G0(y) + zG1(y) = 0 .

Simple transformation gives
z = −G0(y)

G1(y) .

So the rational parametrization is given by

P(t) =
(
t,−G0(t)

G1(t)

)
.

Obviously, we do not need to extend the field of coefficients. In projective space this can be
written as

P(t) = (tG1(y) : −G0(t) : G1(t)) .

4.2. Parametrization by Lines
Many observations are taken from [SWPD08, Section 4.6].

Parametrization of a conic
We first compute a K-rational point R on the conic. Then we take a system of lines L(t) through
R and intersect the conic with L(t). By Bézout, they have 2 · 1 = 2 intersection points. So

F ∩ L(t) = 1 ·R+ 1 · P(t) ,

where the second intersection point depends rationally on the parameter t. The parametrization
is given by this point. First let us assume that the curve passes through the origin, so (0, 0) ∈ CF .
We can write F as

F (y, z) = F2(y, z) + F1(y, z) ,
where Fi are the homogeneous components of degree i. Observe that since F is irreducible, F1
is not zero. We intersect the conic with a system of lines through the origin L(t) = z − ty. The
slope of the lines depend on a running parameter t. We consider

F (y, z) = 0 ,
z = ty .
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4.2. Parametrization by Lines

Figure 4.1.: System of lines intersects conic

Each line intersects the conic, additionally to the origin, one more time. We compute the second
point:

F (y, ty) = 0 =⇒ F2(y, ty) = −F1(y, ty) =⇒ y2F2(1, t) = −yF1(1, t) .

The condition y = 0 would lead to the origin as solution. So we can assume y 6= 0 and divide
through. We obtain y = −F1(1,t)

F2(1,t) and z = ty = −tF1(1,t)
F2(1,t) . So the two intersection points are

(0, 0) and
(−F1(1, t)
F2(1, t) ,

−t F1(1, t)
F2(1, t)

)
=: P(t) .

The second point depends rationally on the parameter t, which traverses the whole curve.
This gives the parametrization of a conic through the origin. Clearly, we do not have to extend
the field of coefficients.

For parametrizing a general conic we have to find a point (a, b) ∈ CF . Then we transform
the curve to origin using G(y, z) := F (y + a, z + b) and compute the parametrization of G as
described above. At the end, we transform the curve back. So the parametrization is given by

P(t) =
(−G1(1, t)
G2(1, t) + a,

−t G1(1, t)
G2(1, t) + b

)
.

From this formula one immediately observes that if the given point (a, b) is rational, then so are
coefficients in P. More generally, (a, b) ∈ A2(L) if and only if L is the field of parametrization,
where L is a field extension.
Algorithm 1: ConicParametrization(F )
Input: Conic F (y, z) = 0, where F ∈ K[y, z]
Output: Rational parametrization of F with coefficients in K

1 Compute a rational point (a, b) on F
2 Transform to origin: G(y, z) := F (y + a, z + b) = G2(y, z) +G1(y, z)
3 Return P(t) :=

(
−G1(1,t)
G2(1,t) + a, −t G1(1,t)

G2(1,t) + b
)
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4. Optimal Parametrization

The first step is the hardest one. In Chapter 5 it is shown, how to find a rational point on
the conic. We will see that for K = K(x) this is always possible.

Example 4.6 (Kamke 446). Consider

F (x, y, y′) = y2 − 2xy′y + (x2 + 1)y′2 − 1 = 0 .

The corresponding curve is

F (y, z) = y2 − 2xyz + (x2 + 1)z2 − 1 .

We can easily see that (0, 1) ∈ CF . We transform the curve to

G(y, z) = F (y + 1, z) = y2 − 2xyz + (x2 + 1)z2 + 2y − 2xz .

Therefore
P(t) = (p1(t), p2(t)) ,

where

p1 = −2 + 2xt
1− 2xt+ (x2 + 1)t2 + 1 = −1 + (x2 + 1)t2

1− 2xt+ (x2 + 1)t2 ,

p2 = −2t+ 2xt2

1− 2xt+ (x2 + 1)t2 .

Sometimes, it is useful to extend this approach to projective space. Suppose we found the point
R = (a : b : c) ∈ P2(K). If c 6= 0, R corresponds to (ā : b̄ : 1). Then forG(y, z) = F (y+ā, z+b̄, 1),
the parametrization is given by

P(t) =
(
−G1(1, t) + ā G2(1, t) : −t G1(1, t) + b̄ G2(1, t) : G2(1, t)

)
.

But if c = 0, the point lies at infinity. Fortunately, we can normalize one of the other coordinates
instead and proceed similarly. Note that not all three values can be simultaneously 0, because
we are in projective space.

Parametrization of a cubic
Cubics of genus 0 must always have one double point as only singularity. Let F be defined over
K, then this point is always a K-rational point. This can be shown as follows:
Let S = (p1(α) : p2(α) : p3(α)) ∈ K(α) be the singularity, where m(α) = 0 is the minimal

polynomial. Then

F (p1(α), p2(α), p3(α)) = 0 mod m(α) ,
∂F (p1(α), p2(α), p3(α)) = 0 mod m(α) .

These relations provide deg(m) solutions. But since there exists only one singularity, it must
hold deg(m) = 1. Therefore, S is a rational point.
We first compute the singularity S on the cubic. Then we take a system of lines L(t) through

S and intersect the cubic with L(t). By Bézout, they have 3 · 1 = 3 intersection points. So

F ∩ L(t) = 2 · S + 1 · P(t) ,

where the third intersection point depends rationally on the parameter t. So the parametrization
is given by this point.
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4.3. Parametrization by Adjoint Curves

Figure 4.2.: System of lines intersects cubic

Higher degree

This approach can be easily generalized to curves of degree d having a (d− 1)-fold point S. By
similar arguments, S is rational. Intersecting F with a system of lines L(t) through S, one gets

F ∩ L(t) = (d− 1) · S + 1 · P(t) ,

where again the last point depends rationally on the parameter t and therefore gives the rational
parametrization.
The following algorithm generalizes that one for conic parametrization.
Algorithm 2: ParametrizationByLines(F )
Input: Curve F (y, z) = 0, where F ∈ K[y, z] of degree d > 1, having a (d− 1)-fold point
Output: Rational parametrization of F with coefficients in K

1 Compute the (d− 1)-fold point (a, b) on F , if d = 2 any rational point on F
2 Transform to origin: G(y, z) := F (y + a, z + b) = Gd(y, z) +Gd−1(y, z)
3 Return P(t) :=

(
−Gd−1(1,t)

Gd(1,t) + a,
−t Gd−1(1,t)

Gd(1,t) + b
)

A curve of degree d can be parametrized by lines if and only if it has a (d− 1)-fold point. If
the base point is rational, then the parametrization has coefficients in the ground field.

4.3. Parametrization by Adjoint Curves

In general, a curve may have several singularities, therefore, it cannot be parametrized by lines.
We need higher degree curves to parametrize. This task can be done by adjoint curves. See also
[SWPD08, Section 4.7]. In this section let F be a curve of degree d ≥ 3. We further assume
that F has only ordinary singularities, i.e. tangents are distinct.
For dealing with non-ordinary singularities, one can apply blowing-up at these singularities

and arrive at neighbouring singularities. By applying a certain quadratic transformation, so-
called Cremona transformation, we obtain a curve having only ordinary singularities. In this
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4. Optimal Parametrization

procedure we do not need to extend the field of coefficients. For further details we refer to
[SW91] and [SWPD08].

Definition 4.7. A curve H is called an adjoint curve to F iff for all singular points S,
multS(H) ≥ multS(F )− 1.

So an adjoint curve has to pass through all singularities of multiplicity n at least n− 1 times.
Clearly, for almost all adjoint curves it holds multS(H) = multS(F )− 1. The system of adjoint
curves to F of degree k is denoted by Ak. If F is rational and k ≥ d− 2, then Ak 6= ∅.

Proposition 4.8. Let F be a projective curve with coefficients in K. Then every adjoint curve
has coefficients in K.

Proof. Let S = (p1(α) : p2(α) : p3(α)) ∈ K(α) be a singularity, where m(α) = 0 is the minimal
polynomial. Define

r(α) := rem(F (p1(α), p2(α), p3(α)),m(α)) .
Then deg(r) < deg(m). But since m is the minimal polynomial, it must hold r(α) = 0. There-
fore, S provides deg(m) linear conditions.
If multS(F ) > 2, we consider the partial derivatives of F . By similar arguments, S provides

linear conditions.

Let H ∈ Ad−2 be such that multS(H) = multS(F )−1. The number of intersection points are
|F ∩H| = d(d− 2). Because genus(F ) = 0, there are

∑
P∈Sing(F )mP (mP − 1) = (d− 1)(d− 2)

intersections fixed by the singularities. Therefore, dim(Ad−2(F )) = d− 2.
We further force the generic representative H of Ad−2 to pass through d− 3 additional points

on F . Each point provides one new linear condition on H. In order to let H be a rational
polynomial, these points have to be rational, or a family of rational points. Then there is only
one point left depending rationally on t, because

d(d− 2) = (d− 1)(d− 2) + (d− 3) + 1 .

So we first compute the system of adjoint curves Ad−2. We further compute d − 3 rational
simple points Ri on F and let a generic element H ∈ Ad−2 pass through all Ri. Intersecting the
curve with the obtained system H(t) yields

F ∩H(t) =
∑

mi(mi − 1) · Si +
d−3∑
i=1

1 ·Ri + 1 · P(t) .

Then the parametrization is given by the remaining intersection point, see Figure 4.3. We call
this the generic intersection point. To compute the singularities, we have to solve the system
{F = 0, ∂F

∂y = 0, ∂F
∂z = 0}. Finding rational simple points is hard, in general. In Chapter 6 it

is described how to find such points. For curves defined over K(x), we can always find rational
points. This is not the case for Q.

Remark 4.9. Instead of computing d − 3 rational simple points, we could alternatively use
families of k conjugate points for k ≤ d−3. Similarly to Proposition 4.8, one can show that this
provides linear conditions.
As it is shown in [SW97], for a general field one can compute families of d− 2 simple points.

Thus, we only need one simple point in a field extension of degree at most two. In the odd case,
we can even compute d−3

2 families of two simple points and therefore do not need to compute
any rational point. But since we can produce arbitrary many K(x)-rational points, we do not
need to care about these considerations.
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4.3. Parametrization by Adjoint Curves

Figure 4.3.: System of adjoint curves of degree 2 intersects curve of degree 4

Theorem 4.10. Let F and H(t) be as described above. Then the generic intersection point
P(t) is always a K(t)-rational point, i.e. P(t) ∈ P2(K(t)).

Proof. For almost all values of t, H(t) and F have exactly one intersection point. Let us fix
such an H. Let P = (p1(α) : p2(α) : p3(α)) ∈ K(α) be this intersection point, where m(α) = 0
is the minimal polynomial. Then

F (p1(α), p2(α), p3(α)) = 0 mod m(α) ,
H(p1(α), p2(α), p3(α)) = 0 mod m(α) .

These relations provide deg(m) solutions. But since, by construction, there exists only one more
intersection, it must hold deg(m) = 1. Therefore, P is a K-rational point.
Since t was chosen arbitrary, P(t) is K-rational for all t ∈ K, and therefore, it is a K(t)-

rational point.

We conclude that P(t) is a rational parametrization. If we take K = K(x), we obtain:

Corollary 4.11. Every rational curve defined over K(x) admits a rational parametrization with
coefficients in K(x).

In Theorem 3.8 we have seen that for an AODE having a strong rational general solution,
the associated curve admits a rational parametrization with coefficients in K(x). Here we have
proven even more: Actually, every rational curve admits such a parametrization.
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4. Optimal Parametrization

Now we aim to compute the remaining intersection point. In order to do so, it requires to
solve the polynomial system F (y, z) = 0, H(y, z, t) = 0. For this task resultants are suitable to
eliminate one variable. By above construction, F and H do not have any common component,
therefore, the resultant cannot be identically 0.
If a partial solution, obtained from the resultant, does not let both leading terms of F and

H(t) w.r.t. the other variable vanish, it can be extended to a full solution. Since deg(F ) ≥ 3,
neither of the components of P(t) are constant. Let y(t) be a partial solution. Consider

F (y, z) = Fn(y)zn + · · ·+ F1(y)z + F0(y) , where n ≥ 1.

The term Fn(y(t)) cannot be identically 0, since Fn only depends on y. Therefore, if P(t) =(
p11(t)
p12(t) ,

p21(t)
p22(t)

)
is the generic intersection point, the resultant factors as

resz(F,H) =
(
p12(t)y − p11(t)

) m∏
i=1

(biy − ai)ri ,

resy(F,H) =
(
p22(t)z − p21(t)

) n∏
i=1

(diz − ci)si .

We just need to consider the primitive part with respect to t. Only one factor will stay, because
we left only one intersection free. The rational parametrization can be obtained by the solutions
of the linear equations

ppt(resz(F,H)) = 0 ,
ppt(resy(F,H)) = 0 .

Since pij are rational functions, the solution is rational too.
The following algorithm computed the optimal parametrization of a curve with coefficients in

K(x), which again has coefficients in K(x). It is similar to that one in [SWPD08, page 133].
Algorithm 3: OptimalParametrization(F )
Input: Rational curve F (y, z) = 0, where F ∈ K(x)[y, z]
Output: Proper rational parametrization of F with coefficients in K(x)

1 if deg(F ) ≤ 3 then
2 return ParametrizationByLines(F )
3 Compute system of adjoint curves Ad−2(F )
4 R := PointsOnCurve(d− 3, F )
5 H(t) := Ad−2(F ) ∩R
6 P(t) :=

(
solve(ppt(resz(F,H)) = 0), solve(ppt(resy(F,H)) = 0)

)
7 return P(t)

This algorithm is much simpler than for a general field, since we are able to find K(x)-rational
points and therefore do not need to care about field extensions. Otherwise, we would have to
proceed as described in Remark 4.9, see [SW97, Section 3.2].

Example 4.12 (Kamke 496). Consider

F (x, y, y′) = (x− y)2(y′2 + 1)− (y′ + 1)2 = 0 .

The projective curve in K(x)[y, z, w] is

F (y, z, w) = (xw − y)2(z2 + w2)− (zw + w2)2 = 0 .
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4.3. Parametrization by Adjoint Curves

It has three double points (1 : 0 : 0), (0 : 1 : 0), (x : −1 : 1). The system of adjoint curves is

Ad−2(F ) = t1yz + t2yw + t3zw + xt1w
2 − xt2w2 + t3w

2 .

Since deg(F ) = 4, we need one more simple point. We take (x− 1 : 0 : 1). The system of curves
passing through these points is

t1yz + t2yw − xt1zw + t2zw − xt2w2 + t2w
2 = 0 .

Setting t1 = t and t2 = 1 yields

H(t) = tyz + yw − txzw + zw − xw2 + w2 .

We intersect F with H(t). The resultant factors as

resz(F,H) = (x− 1− y)(x− y)2(−t2y − y + (x+ 1)t2 − 2t+ x− 1) ,
resy(F,H) = −z(z + 1)2(t2z − z + 2t) .

The last factor gives the primitive part with respect to t. We solve it for y and z. The remaining
intersection point gives the parametrization

P(t) =
(

(x+ 1)t2 − 2t+ x− 1
t2 + 1 ,− 2t

t2 − 1

)
.

We further discuss the missing parts of the parametrization algorithm, the search of rational
point on the curve.

23





5. Rational Points on Conics
For rational parametrization of conics we need an intersection point for the system of lines. In
order to achieve that P has rational coefficients, this point has to be rational. For higher-degree
curves we need rational simple points where our adjoint curves pass through. By Hilbert-
Hurwitz, every curve can be transformed birationally to a curve of degree d − 2. If the curve
has odd degree, this leads to a line, which is easy to solve. But in the even case, we still remain
with a conic. Our task now is to find one rational point on a conic.
To find any point is easy: Intersection of the conic with any line yields a family of two algebraic

points. We aim to find a K(x)-rational point, where K is algebraically closed. Note that K(x)
is not.
For the rational numbers Q, this problem was treated in [HW97]. A necessary and sufficient

condition for the existence of a solution is given. We mainly follow this approach and refer to
[HW97] for more details. The analogies and differences between Q and K(x) are pointed out.
Many steps are similar. Not every conic has rational points. For example, the conic defined by
the equation x2 + y2 = 3 does not have any rational point. In contrast to Q, we actually can
always find a K(x)-rational point without having to extend the coefficient field.
For ease of computation, we expand our search to the projective plane P2(K(x)). Allowing

infinity relieves us to find points and enables us shorter expressions. This leads to shorter terms
in the parametrization.
A general projective conic has the following form:

F = a y2 + b yz + c z2 + d yw + e zw + f w2 = 0 , for a, b, c, d, e, f ∈ K(x). (5.1)
It depends on 6 parameters, where in fact 5 are independent. We have to find y, z, w ∈ K(x)
solving the equation (5.1). Since we can clear denominators, this task is equivalent to find
y, z, w ∈ K[x].

We distinguish between parabolas, hyperbolas and ellipses. A parabola always admits a
rational point, and we can give an explicit formula for it. In the hyperbolic/elliptic case we need
an algorithmic approach. But for K(x) this will always succeed.

5.1. Trivial Case
If some parameters in (5.1) are 0, one can immediately find a point. In particular,

a = 0 =⇒ (1 : 0 : 0) ∈ CF ,

c = 0 =⇒ (0 : 1 : 0) ∈ CF ,

f = 0 =⇒ (0 : 0 : 1) ∈ CF .

5.2. Parabolic Case
The conic (5.1) is a parabola if and only if the coefficients satisfy one of the following equalities

b2 = 4ac or d2 = 4af or e2 = 4cf . (5.2)
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5. Rational Points on Conics

W.l.o.g. let b2 = 4ac. The other cases are analogously. We can assume that a, c, f 6= 0. Then

4cF = 4ac︸︷︷︸
b2

y2 + 4bcy + 4c2z2 + 4cdyw + 4cezw + 4cfw2

= (by + 2cz)2 + 4cw(dy + ez + fw) .

If we can set the above equation to 0, we have found a point. This can be achieved by letting
both summands be 0, so by = −2cz and w = 0. The first equality is fulfilled by taking y = −2c
and z = b. So (−2c : b : 0) lies on the conic.
Proceeding similarly, we can also find a point for the other cases. To sum up, we have the

following results:

b2 = 4ac =⇒ (−2c : b : 0) ∈ CF ,

d2 = 4af =⇒ (d : 0 : −2a) ∈ CF ,

e2 = 4cf =⇒ (0 : −2f : e) ∈ CF .

5.3. Hyperbolic/Elliptic Case
In this case, the conic satisfies none of the previous relations in (5.2). This is characterized by

b2 6= 4ac and d2 6= 4af and e2 6= 4cf .

We define D := b2 − 4ac 6= 0 and use the linear transformation

y = Dȳ − bz̄ + a(2cd− be)w̄ ,

z = 2az̄ + a(2ae− bd)w̄ ,

w = aDw̄ .

Note that this is indeed a bijection. From the previous cases we can exclude a = 0 and D = 0.
Therefore, the diagonal entries of the transformation matrix are non-zero. Then, some long
computation yields

F = aD︸︷︷︸
6=0

(Dȳ2 − z̄2 +Mw̄2) ,

where M = acd2 − abde + a2e2 + ab2f − 4a2cf . We need to find values ȳ, z̄, w̄ such that the
above equation is set to 0.
We reach a conic in canonical form, i.e. where the mixed terms are eliminated

ay2 + bz2 + cw2 = 0 , for a, b, c ∈ K(x).

We want to work with polynomials instead of rational functions. This can be achieved by
clearing denominators. The conic has the shape

Ay2 +Bz2 + Cw2 = 0 , for A,B,C ∈ K[x].

For Q one has to proceed similarly and arrive at integers A,B,C. Note that K(x) is the quotient
field of K[x], like Q is the quotient field of Z. Both Z and K[x] are Euclidean domains, which
allow modular arithmetic.
For further simplification, we divide by the gcd(A,B,C). This modification does not change

the solution.
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5.3. Hyperbolic/Elliptic Case

We aim to make the coefficients squarefree. Therefore, we factor each polynomial into a
squarefree and a square part. This requires the well-known squarefree factorization, but it is a
bit different.

Proposition 5.1. Let F be a polynomial. Then there are unique F1, F2 such that F = F1F
2
2 ,

and F1 is squarefree.

Proof. Existence: Compute the squarefree decomposition F = f1 f
2
2 f3

3 . . . , where deg(fi) = i.
Then we split up

f1 f
2
2 f3

3 · · · = (f1 f3 f5 . . .︸ ︷︷ ︸
F1

)(f2 f3 f
2
4 f2

5 f3
6 . . .︸ ︷︷ ︸

F2

)2 .

The uniqueness follows from the uniqueness of the squarefree decomposition.

This theorem can, in fact, be generalized to any Euclidean domain. Every Euclidean domain
is a unique factorization domain. We proceed as described above and factor A = A1A

2
2, B =

B1B
2
2 , C = C1C

2
2 , where A1, B1, C1 are squarefree. This enables us the following substitution:

A1A
2
2y

2 +B1B
2
2z

2 + C1C
2
2w

2 = A1(A2y︸︷︷︸
ȳ

)2 +B1(B2z︸︷︷︸
z̄

)2 + C1(C2w︸ ︷︷ ︸
w̄

)2 .

We first search for a point (ȳ : z̄ : w̄) of the simpler conic A1ȳ+B1z̄+C1w̄ = 0, then we compute
the original solution y = ȳ

A2
, z = z̄

B2
, w = w̄

C2
. Thus, we have reduced the problem to squarefree

polynomials. By a similar process, we can make all polynomials pairwise coprime. We reach the
so-called Legendre Equation for polynomials:

Ay2 +Bz2 + Cw2 = 0 , for A,B,C ∈ K[x] pairwise coprime, squarefree.

For integers we have a necessary and sufficient condition for the existence of a solution. This
requires the following definition:

Definition 5.2. Let A,B ∈ E, where E is a Euclidean domain. We say that A is a quadratic
residue modulo B, written as A R B, iff there exists an R ∈ K[x] such that R2 ≡ A mod B. In
the affirmative case, we call R a modular squareroot.

Theorem 5.3 (Legendre, Version 1). Let A,B,C ∈ Z pairwise coprime, squarefree and not all
of them having the same sign. Then the equation

Ay2 +Bz2 + Cw2 = 0

has a non-trivial solution if and only if

−AB R C and −AC R B and −BC R A .

We try to adapt it to the polynomial case. The condition of the sign can be neglected, since
we work with polynomials.
We consider a slightly different equation by clearing one polynomial:

AC︸︷︷︸
−Ā

ȳ2 + BC︸︷︷︸
−B̄

z̄2 + (Cw︸︷︷︸
w̄

)2 = 0 .

Of course, this step can be done with any of these three polynomials. To work with lower
polynomial degrees afterwards, it makes sense to use the one with lowest degree.
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5. Rational Points on Conics

Eventually, we reach the following state (Legendre, Version 2):

Ay2 +Bz2 − w2 = 0 , for A,B ∈ K[x] squarefree. (5.3)

We have to find a K(x)-rational point on a conic of this form. For integers we have:

Theorem 5.4 (Legendre, Version 2). Let A,B ∈ Z positive and squarefree. Then the equation

Ay2 +Bz2 − w2 = 0

has a non-trivial solution if and only if

A R B and B R A and − AB

gcd(A,B)2 R gcd(A,B) .

The proof of this theorem, as well as the equivalence of the two versions, can be found in
[HW97].

Proposition 5.5. Let A,B ∈ K[x] squarefree. Then A R B, i.e. there always exists a modular
squareroot.

Proof. If deg(A) = 0, then every polynomial is a modular squareroot.
Otherwise, define R such that R(xi) =

√
B(xi), where xi ∈ K are the zeros of A. It holds

R(x)2 ≡ B(x) mod x− xi, and because A is squarefree also R(x)2 ≡ B(x) mod A(x).

This, however, is not the case for integers, namely 2 ��R 3. Therefore, the equation 2y2 + 3z2−
w2 = 0 does not have a solution in Q.
Note that this fact makes the crucial difference between integers and polynomials. Since

for any A,B ∈ K[x] the relation A R B holds, the right-hand-side of Theorems 5.3 and 5.4
are always satisfied. By combining the previous results, we obtain that the Legendre equation
always admits a polynomial solution. So we have:

Theorem 5.6. Every projective conic with coefficients in K(x) has a K(x)-rational point.
Therefore, every irreducible conic admits a parametrization in K(x).

This theorem tells us that we do not need to extend the field of coefficients. It is particularly
incredible, since it is not true for the simpler field Q.

Now we aim to find a solution for (5.4). If deg(A) = 0, then (1 : 0 :
√
A) lies on the transformed

conic. This point is really in P2(K(x)), because B actually is constant and the ground field K
is algebraically closed. So in that case, we finally have found a desired point on the conic. If
deg(B) = 0, we have the point (0 : 1 :

√
B).

W.l.o.g. assume deg(A) ≥ deg(B). The strategy is the following: We construct a new conic
A1y

2 + Bz2 − w2 = 0 satisfying the same conditions as (5.3) with deg(A1) < deg(A). This
process is carried out until one of the degrees becomes 0.
We again compute somehow the squareroot, but now the modular one. Let R be the modular

squareroot of B modulo A, which from Proposition 5.5 always exists. So

R(x)2 ≡ B(x) mod A(x) .

We consider the difference R2 − B. This is a multiple of A. We compute the quotient R2−B
A .

From Proposition 5.1 we know that we can factor this into A1S
2, where A1 is squarefree.
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5.3. Hyperbolic/Elliptic Case

We have shown that there exist A1, S ∈ K[x] such that

R2 −B = A A1S
2 .

We consider the new conic
A1y

2 +Bz2 − w2 = 0 . (5.4)

We show that this conic is indeed “simpler”. By construction of R, we have deg(R) ≤ deg(A)−1.
We have

deg(A1) = deg(R2 −B)− deg(AS2) ≤ max{2 deg(R)︸ ︷︷ ︸
≤deg(A)−1

, deg(B)} − deg(A) < deg(A) .

If deg(A) ≥ 2, the jump is even at least 2, since max{2(deg(A) − 1), deg(B)} − deg(A) =
deg(A)− 2. So we really reached a conic with lower degree.
Assume we have a solution (ȳ : z̄ : w̄) of the conic (5.4). Then

A1ȳ
2 +Bz̄2 − w̄2 = 0 .

We multiply by R2 −B = AA1S
2 and obtain

AA1S
2A1ȳ

2 + (R2 −B)(Bz̄2 − w̄2) = 0

and further
A(A1Sȳ)2 +B(Rz̄ + w̄)2 − (Bz̄ +Rw̄)2 = 0 .

This gives us a point on the initial conic. Written in matrix notation, we have to use the
following linear transformation yz

w

 =

A1S 0 0
0 R 1
0 B R


 ȳz̄
w̄

 .

The transformation is clearly invertible: It is a block matrix. Since deg(A) > 0, R is not
identically zero. Since deg(B) > 0, R2 −B is not zero, and so neither is A1.
Using these facts, we have the following properties:

1. deg(A1) < deg(A),

2. Ay2 +Bz2 − w2 = (R2 −B︸ ︷︷ ︸
6=0

)(A1ȳ
2 +Bz̄2 − w̄2).

The first statement promises us that the transformation serves us a new polynomial with lower
degree. We repeat until we reach a conic Aky

2 + Bz2 − w2 with deg(Ak) < deg(B). Then we
swap roles of A and B and continue. Eventually, one of the polynomials will get degree 0, and
we can read off the solution as described above. The number of recurrences can be bounded by⌈

deg(A)
2

⌉
+
⌈
deg(B)

2

⌉
− 1 .
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5. Rational Points on Conics

The second statement tells us that the new conic A1ȳ
2 + Bz̄2 − w̄2 will again have the same

shape. We can proceed in the same way, then transform back. By using all the previous
considerations, we obtain an algorithm.
Algorithm 4: PointOnConic(A,B)
Input: A projective conic of the form Ay2 +Bz2 − w2 = 0, where A,B ∈ K[x] squarefree
Output: A K(x)-rational point on this conic

1 if deg(A) < deg(B) then
2 (z : y : w) := PointOnConic(B,A)
3 return (y : z : w)
4 if deg(B) = 0 then
5 return (0 : 1 :

√
B)

6 R := modular squareroot of B modulo A
7 factor R2−B

A into A1S
2

8 (ȳ : z̄ : w̄) := PointOnConic(A1, B)

9 return

yz
w

 =

A1S 0 0
0 R 1
0 B R


 ȳz̄
w̄


The algorithm clearly terminates, because deg(A1) < deg(A). It always finds a rational point,

since for the base case we can read off a solution. At the end, we transform the point back to
the initial curve.

Example 5.7. Consider the conic

F = (x2 − x) y2 + 4x z2 − w2 = 0 .

So we have A = x2 − x and B = 4x. We have R(0) = 0 and R(1) =
√

4 = 2, and therefore the
modular squareroot R = 2x. Then R2−B

A = 4 · 1.
We obtain a new conic

G = 4 y2 + 4x z2 − w2 = 0 ,

where we can read of (1 : 0 : 2) as rational point. Backtransformation yields4 0 0
0 2x 1
0 4x 2x


1

0
2

 =

 4
2

4x

 =

 2
1

2x

 .

So (2 : 1 : 2x) is a rational point on F .

In this chapter we have seen that there always exists aK(x)-rational point and how to compute
it. The main difference of K(x) to Q is the existence of a modular squareroot, i.e. an R ∈ K[x]
such that

R(x)2 ≡ B(x) mod A(x) .

Still, it is a hard task to find this R. The proof of Proposition 5.5 is constructive. R can be
computed by polynomial interpolation: Let R pass through the points (xi,

√
xi), for all zeros xi

of A.
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5.3. Hyperbolic/Elliptic Case

An alternative way is to use partial fraction decomposition. Let x1, . . . , xn be the zeros of A.
We compute

B

A
= c1
x− x1

+ · · ·+ cn

x− xn
, for some ci ∈ K.

Further assume
R

A
= d1
x− x1

+ · · ·+ dn

x− xn
, for some di ∈ K.

We define Ai(x) =
∏

j 6=i(x− xj). Then

B = A
B

A
= c1A1 + · · ·+ cnAn ,

R = A
R

A
= d1A1 + · · ·+ dnAn .

For all xi, we require
R(xi)2 = B(xi) .

Since R(xi) = diAi(xi) and B(xi) = ciAi(xi), we conclude

d2
iA

2
i = ciAi ,

di =
√

ci

Ai(xi)
.

Although there is this nice property of the existence of K(x)-rational points on conics, it can
be tedious to find one. Mostly, this is the hardest part of the computation. A development of
better methods would improve the algorithm.
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6. Hilbert-Hurwitz Method

The parametrization algorithm requires d − 3 simple points on F . Letting the system of ad-
joint curves pass through all of them, leaves exactly one parameter free, which leads to the
parametrization of F . So we have reduced our problem of finding a rational parametrization to
the problem of finding rational simple points on F . In this chapter let K be a field, e.g. Q or
K(x), where K is algebraically closed.

Given: An algebraic projective plane curve F (y, z, w) = 0, where F ∈ K[y, z, w] defines a
curve of genus 0.

Find: Rational simple points on F , i.e. points P = (p1 : p2 : p3) ∈ P2(K) such that
F (p1, p2, p3) = 0.

Note that it is an easy task to find singular points, which are not of our interest. This requires
to solve a system of non-linear equations. But they might appear in a family of conjugate points,
which are not rational anyway.
Already in 1890, David Hilbert and Adolf Hurwitz considered that problem in [HH90]. They

suggested a method using birational transformation. We basically follow their ideas.
Let F be an irreducible, rational curve of degree d. We again require F having only ordinary

singularities.

6.1. Birational Transformation
Before we go through the method, we state some definitions.

Definition 6.1. Let V ⊆ Am(K), W ⊆ An(K) be two algebraic sets. A rational mapping
ϕ = (ϕ1, . . . , ϕn) is an n-tuple of rational functions such that for almost all points P ∈ V , we
have (ϕ1(P ), . . . , ϕn(P )) ∈W .

Definition 6.2. A rational mapping ϕ : V →W is a birational isomorphism iff it has a rational
inverse, i.e. there exits a rational map ψ : W → V such that ψ ◦ ϕ = idV and ϕ ◦ ψ = idW . A
birational isomorphism into itself is called a birational transformation.

In the following, we consider birational transformations of algebraic curves. Such a map can
be seen as a bijection up to finitely many exceptions.
The idea of the following approach consists of using birational transformation defined by the

adjoint curves to F of degree d− 2.

Theorem 6.3 (Hilbert-Hurwitz). Let F be a rational curve of degree d > 2. For almost all
T1, T2, T3 ∈ Ad−2(F ), the mapping

T = (y : z : w) 7→ (T1(y, z, w) : T2(y, z, w) : T3(y, z, w))

transforms F birationally to a rational curve of degree d− 2.
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6. Hilbert-Hurwitz Method

Proof. See [SW97, Theorem 2.1]. Take a = d− 2.

The above theorem gives rise to the following idea: We successively apply birational transfor-
mation to obtain a curve of degree d − 2. This procedure has to be continued until eventually
we reach a line or a conic, depending on whether the degree of the curve was odd or even. In
total, O(d) steps are required.

• d odd:
F −→ . . . −→ line

• d even:
F −→ . . . −→ conic

Let H be the generic representative of the adjoint curves of degree d− 2. Then

H = t1φ1 + t2φ2 + · · ·+ td−1φd−1 ,

where ti ∈ K and φi ∈ K[y, z, w] are homogeneous of degree d − 2. We pick three elements
T1, T2, T3 of the system generated by H and define T = (T1(y, z, w) : T2(y, z, w) : T3(y, z, w)).
Let G be the curve obtained after applying the transformation T to F , see Figure 6.1. Since
T is birational, almost every rational point on F corresponds to a rational point on G and vice
versa. Note that the birational transformation leaves the genus invariant, see [Wal78, Section
VI.5.3]. So rationality is preserved.

Figure 6.1.: Birational transformation

The new curve G(ȳ, z̄, w̄) = 0 consists of the points

(ȳ : z̄ : w̄) = (T1(y, z, w) : T2(y, z, w) : T3(y, z, w)) . (6.1)

G is irreducible and of degree d−2. The original problem is reduced to finding points on a curve
of degree d− 2. But since we do not know any point on F , we neither know any of G. We need
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6.1. Birational Transformation

to find the implicit equation G(ȳ, z̄, w̄) = 0. From (6.1) we obtain the following relations:

F (y, z, w) = 0 ,
T1(y, z, w) = ȳ ,

T2(y, z, w) = z̄ ,

T3(y, z, w) = w̄ .

Since we are in the projective space, we could actually choose (ȳ, z̄, w̄) = (aT1, aT2, aT3) for any
a ∈ K\{0}. The resulting polynomial differs only up to a constant, and therefore, it defines the
same curve. But for simplicity, we just take i = 1.
To obtain the implicit equation, we have to solve this non-linear system for ȳ, z̄, w̄. We have

to find the polynomial in

〈F, T1 − ȳ, T2 − z̄, T3 − w̄〉 ∩K[ȳ, z̄, w̄] .

Any elimination technique might be used. Gröbner Bases are a common tool to deal with
that problem, because of the elimination property, see [Win96, Theorem 8.4.5]. So G can be
computed by

GB(〈F, T1 − ȳ, T2 − z̄, T3 − w̄〉)lex ȳ,z̄,w̄<y,z,w ∩K[ȳ, z̄, w̄] .

We continue this reduction, until we finally reach a line or a conic. For these types, there are
methods available. In Chapter 5 it is described how to find a rational point on a conic. Every
conic has a K(x)-rational point. In the odd case, in practise, we already stop at degree 3. For
cubics, the only singularity is always rational. More points can be found using parametrization
by lines. This gives arbitrary many rational points.

Example 6.4 (Kamke 496). Consider the curve

F (y, z, w) = (xw − y)2(z2 + w2)− (zw + w2)2 = 0

defined over K(x). The system of adjoint curves is

Ad−2(F ) = t1yz + t2yw + t3zw + xt1w
2 − xt2w2 + t3w

2 .

We choose the following transformation

T = (yz + xw2, yw − xw2, zw + w2) .

In order to compute the transformed curve, we have to solve

F (y, z, w) = 0 ,
yz + xw2 = ȳ ,

yw − xw2 = z̄ ,

zw + w2 = w̄

for ȳ, z̄, w̄. We obtain a conic defined by

G(ȳ, z̄, w̄) = ȳ2 + z̄2 − 2xȳw̄ + (x2 − 1)w̄2 .

With the help of Chapter 5, we can find the rational point (x : −1 : 1) on G.
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6.2. Inversion of Points
We have seen how to map an algebraic curve into a conic or a cubic and how to eventually
find some rational points on the transformed curve. But we also have to get back to the initial
curve. Fortunately, we just have to invert some particular points and do not need to compute
the inverse of the map T .
Let Q = (q1 : q2 : q3) on G be an invertible point and T a birational transformation from F

to G. Then there exists exactly one P = (p1 : p2 : p3) on F such that(
T1(p1, p2, p3) : T2(p1, p2, p3) : T3(p1, p2, p3)

)
= (q1 : q2 : q3) .

Assume w.l.o.g. q3 6= 0. Then we have to solve the non-linear system

F (p1, p2, p3) = 0 ,
T1(p1, p2, p3)q3 − T3(p1, p2, p3)q1 = 0 ,
T2(p1, p2, p3)q3 − T3(p1, p2, p3)q2 = 0 .

(6.2)

Since T is birational, we expect only one point. However, the solution of (6.2) is not unique.
Observe that every singularity is a solution. But after removing all solutions of

(T1(p1, p2, p3), T2(p1, p2, p3), T3(p1, p2, p3)) = (0, 0, 0) ,

equation (6.2) will have a unique solution.
Since we work in the projective plane, the outcome is in fact 1-dimensional. To avoid this,

we can solve the system separately for p3 = 1 and p3 = 0 and union the obtained sets. This
approach also reduces the number of unknown variables.
The inversion of a rational point again delivers a rational point: Let P = (p1(α) : p2(α) :

p3(α)) ∈ P2(K(α)) be the result of the inversion in (6.2), wherem(α) = 0 is the minimal polyno-
mial. Let n = deg(m). But then there would exist P1, . . . , Pn such that T (P1) = Q, . . . , T (Pn) =
Q. But since T is birational, it has to be n = 1, and therefore, P is rational.

Example 6.5 (Kamke 496). The transformed curve G contains the rational point q = (x : −1 :
1). In order to transform the point back to the initial curve, we have to solve

F (p1, p2, p3) = (xp3 − p1)2(p2
2 + p2

3)− (p2p3 + p2
3)2 = 0 ,

T1 − xT3 = p1p2 + xp2
3 − x(p2p3 + p2

3) = 0 ,
T2 + 1T3 = p2p3 − xp2

3 + p2p3 + p2
2 = 0 .

This system has the solution points (1 : 0 : 0), (0 : 1 : 0), (x : −1 : 1) and (x − 1 : 0 : 1). The
first three are the singularities of F . So the remaining point p = (x− 1 : 0 : 1) is the inverse of
q, and it is a rational simple point on F . Indeed,

T (x− 1, 0, 1) = (x : −1 : 1) .

A birational transformation might have some points where the relation is not 1-1. We call
them exceptional points. The image of these points are not invertible. In particular, they come
from the application of T to a singularity, see Figure 6.1. We just have to take another point
Q on G. Since a curve has only finitely many singularities, there can only be finitely many
exceptional points. Therefore, termination is ensured.

36



6.3. Algorithms

6.3. Algorithms

We have seen how to transform a curve birationally to a curve of lower degree where we can
already find points on it, and we showed how to invert the discovered points back.
This method suggests a recursive approach. After each transformation we have to deal with

a curve of degree d− 2 and proceed similarly.
Algorithm 5: PointsOnCurve(n, F )
Input: n ∈ N, rational curve F = 0 having only ordinary singularities
Output: n rational simple points on F

1 if deg(F ) ≤ 3 then
2 P := ParametrizationByLines(F )
3 return {P(i1), . . . ,P(in)}
4 T := any birational transformation
5 G := T (F )
6 Q := PointsOnCurve(n,G)
7 return T −1(Q)

In the base case we can easily compute the parametrization. This enables us to pick ar-
bitrary many points. To obtain short expressions, we might use the sequence {i1, . . . , in} =
{0, 1,−1, 2,−2, . . . }.
Unfortunately, this attempt has one problem: Since some points might not be invertible, we

will lose them during one of the inversion steps. We can trace them by computing

lim
t→tS

T (P(t)) ,

where P(tS) is a singularity. But since we do not know the parametrization in advance, we
neither can avoid taking an exceptional point. There are only finitely many non-invertible
points, so it is unlikely to pick one of those. But since our choices for points on G are not
random, we still might hit some of them.

Example 6.6 (Kamke 496). The points (x±1 : 0 : 1) of the transformed curve are not invertible.
Using the already in Example 4.12 calculated parametrization P(t) =

(
(x + 1)t4 − 2t3 − 2t2 +

2t− x+ 1 : −2t3 − 2t : t4 − 1
)
, we can find out that P(1) = P(−1) = (0 : 1 : 0) is a singularity

of F . We have

(T ◦ P)(t) = (t2x− 2t+ x : t2 − 1 : t2 + 1) .

Then (T ◦ P)(1) = (x− 1 : 0 : 1) and (T ◦ P)(−1) = (x+ 1 : 0 : 1) are their targets on G. So T
maps the point (0 : 1 : 0) simultaneously to (x − 1 : 0 : 1) and (x + 1 : 0 : 1). Therefore, these
points cannot be invertible.

We can bound the number of exceptional points by
∑

S∈Sing(F )multS(F ). We would need to
compute n+

∑
S∈Sing(F )multS(F ) rational points on G to be sure that we receive enough points

on F . But then we would do many inversions in vain. Thus, we definitely prefer the iterative
approach:
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Algorithm 6: PointsOnCurve(n, F )
Input: n ∈ N, rational curve F = 0 having only ordinary singularities
Output: n rational simple points on F

1 T := id
2 G := F
3 while deg(G) > 3 do
4 T̄ := any birational transformation
5 G := T̄ (G)
6 T := T̄ ◦ T
7 P(t) := ParametrizationByLines(G)
8 P := ∅
9 while |P | < n do

10 i := new K-rational number
11 q := P(i)
12 P := P ∪ T −1(q)
13 return P

Here, we concatenate all transformations. Another advantage is that for each point the inver-
sion requires to solve only one system of equations, instead of O(d).

6.4. The Choice of the Transformation
So far, we have highly taken for granted that our transformation is birational. Indeed, for all
but a set of lower dimension, it is the case. So the chances for a wrong choice are very low, and
in the negative case, we can just pick a new one. But still the question remains how to detect a
transformation that was not birational.
The system of adjoint curves of degree d− 2 can be written as

Ad−2(F ) = t1φ1 + t2φ2 + · · ·+ td−1φd−1 .

For almost all T1, T2, T3 ∈ Ad−2, the mapping T = (T1, T2, T3) defines a birational transformation
to a curve of degree d− 2. In the following, we study what choice to make to ensure that T is
birational and how to catch a transformation that is not birational.
Let P(t) be a proper rational parametrization of F . Consider the rational mapping T from

F to G. Then T is birational if and only if Q(t) = T (P(t)) is proper. Q(t) parametrizes G. Let
Q(t) =

(
q11(t)
q12(t) ,

q21(t)
q22(t)

)
. Q is proper if and only if the gcd of

q11(s)q12(t)− q12(s)q11(t) and
q21(s)q22(t)− q22(s)q21(t)

is linear in t. For almost all choices of T , the degree is 1. But since we do not know the
parametrization in advance, we are not able to check this condition.
If T is not birational, the degree might drop by more than 2. This does not bother us, as long

as the new curve is still irreducible and of genus 0. Both can be checked easily. In fact, if G is
reducible, we can just consider one component of this curve. We only need any rational points
on F . They do not need to be distributed over the whole curve. Actually, this would make the
computation even faster, since fewer transformation steps are needed.
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The problem actually occurs in inverting. If T is not surjective, it still does not matter,
since we only need to invert some particular points and not the whole map. But if T is not
injective, a rational point Q on G might came from many points P1, . . . , Pn on F , i.e. we have
T (P1) = · · · = T (Pn) = Q. If those points are rational, this is still okay. But otherwise, we have
to break up the computation and restart with new T1, T2, T3.

Figure 6.2.: Transformation not birational

Even if T is birational, the degree might decrease by more than 2. If the adjoint curves
are chosen in such a way that points are fixed by the singularities, then there is less degree of
freedom, hence deg(G) < d− 2.
The system of adjoint curves of degree d− 2 can be written as

Ad−2(F ) = t1φ1 + t2φ2 + · · ·+ td−1φd−1 .

First observe that if T1, T2, T3 are linearly dependent, thenG is linear. Thus, the degree reduction
is not 2, and the risk of not being birational is high.
So on the one hand, T should be chosen simple in order to receive simpler polynomials. But if

the selection is to simple, e.g. linear dependency, we run in danger that the transformation is not
birational. The most natural choice is T = (φ1 : φ2 : φ3). Since d ≥ 4, this selection is always
possible. In the very unlikely negative case, one can try every permutation and combination of
three of the d− 1 φi’s.

This concludes the discussion about the parametrization algorithm. We now turn back to
algebraic differential equations and use parametrization to eventually solve them.
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7. Solving Differential Equations
In the following, we combine the results of the previous chapters to finally solve first-order
AODEs.

7.1. The Associated Equation
We aim to solve the differential equation F (x, y, y′) = 0 and consider the algebraic curve
F (y, z) = 0 overK(x). Let P = (p1(x, t), p2(x, t)) ∈ (K(x)(t))2 be a proper rational parametriza-
tion of F . We want the first coordinate to be the desired function y and the second its derivative
y′. Since curve parametrization is invariant under transformation, we have to find a T (x) such
that

(p1(x, T (x)), p2(x, T (x))) = (y(x), y′(x)) .
So the second coordinate should be the derivative of the first. We conclude

p2(x, T (x)) = d

dx
p1(x, T (x)) = ∂p1

∂x
(x, T ) + T ′(x)∂p1

∂t
(x, T ) .

Thus, T (x) satisfies the following equation:

T ′ =
p2(x, T )− ∂p1

∂x (x, T )
∂p1
∂t (x, T )

. (7.1)

The denominator of (7.1) cannot be 0. Assume for contrary, ∂p1
∂t (x, T ) = 0. Then p1 would only

depend on x and therefore also the solution y. Hence, it can be no rational general solution.
(y(x), y′(x)) has to lie in the image of P. Since im(P) is dense in CF , the set CF \im(P) consists

of only finitely many isolated points. But then y would not be a general solution. Therefore,
(y(x), y′(x)) = P(T (x)), for some function T (x).

Definition 7.1. Let P = (p1(x, t), p2(x, t)) ∈ (K(x)(t))2 be a rational parametrization of F .
The differential equation

T ′ =
p2(x, T )− ∂p1

∂x (x, T )
∂p1
∂t (x, T )

is called associated differential equation to F .

Theorem 7.2. Let P = (p1, p2) be a proper rational parametrization with coefficients in K(x).
Then there is a 1-1-correspondence between rational solutions of the initial AODE F (x, y, y′) = 0
and the associated equation (7.1).

Proof. Let T (x) be a rational solution of the associated equation. Then, by the above construc-
tion, y(x) = p1(x, T (x)) solves the AODE. Since all operations are rational, y(x) is rational
too.
On the other hand, let y(x) be a rational solution of the AODE. Then (y(x), y′(x)) = P(T (x)),

for some T (x). Since P is proper, it has a rational inverse, and therefore, T (x) = P−1(y(x), y′(x))
is rational.
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From the proof we can conclude how to transform one solution to the other. Given the rational
general solution T (x) of the associated equation, we can compute

y(x) = p1(x, T (x))

to obtain the rational general solution of the AODE.

Example 7.3. The AODE
F = y′2 − 3xy′ − y + 3x2 = 0

has the rational proper parametrization

P(x, t) = (t2 − 3xt+ 3x2, t) .

We compute
p2(x, t)− ∂p1

∂x (x, t)
∂p1
∂t (x, t)

= t− (−3t+ 6x)
2t− 3x = 2 .

The associated equation T ′ = 2 has the rational general solution T (x) = 2x+ c, leading to the
rational general solution of F by

y(x) = p1(x, T (x)) = x2 + cx+ c2 .

Example 7.4. Theorem 7.2 is not true if P is not proper or has coefficients in a field extension
of K(x). Consider the differential equation

F = y′ + y2 = 0 .

This equation clearly has a rational general solution y(x) = 1
x+c . Therefore, one side of Theorem

7.2 is satisfied.
A rational parametrization which is not proper is

P = (t2,−t4) .

Then
p2(x, t)− ∂p1

∂x (x, t)
∂p1
∂t (x, t)

= − t
3

2 .

The equation T ′ = −T 3

2 has the algebraic general solution

T (x) = 1√
x+ c

.

A rational proper parametrization in which the coefficients do not lie in K(x) is

P = (
√
xt,−xt2) .

Then
p2(x, t)− ∂p1

∂x (x, t)
∂p1
∂t (x, t)

= −
√
xt2 − t

2x .

The general solution of the associated equation is

T (x) = 1√
x(x+ c) .

In both cases, we can actually still obtain the rational general solution of F by computing
p1(x, T (x)) = 1

x+c .
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Since we choose P to be an optimal parametrization, we can expect its coefficients to lie in
K(x). Therefore, the associated equation is of the form

T ′ = a0 + a1T + · · ·+ amT
m

b0 + b1T + · · ·+ bnTn
, for some ai, bi ∈ K(x). (7.2)

Thus, it is a quasilinear first-order differential equation. For such type of equation there exists a
wide range of solution methods. If m > 2 or n > 0, this equation only has finitely many rational
solutions, see [BC11]. Thus, (7.2) cannot have a rational general solution and so neither has
F (x, y, y′) = 0.
Note that we require the coefficients to be rational functions. Otherwise, all the above con-

siderations would not be applicable.
Summarizing, we get the following theorem.

Theorem 7.5. If F (x, y, y′) = 0 has a rational general solution and is parametrizable, where P
is proper and has coefficients in K(x), then its associated equation is of the form

T ′(x) = a0(x) + a1(x)T (x) + a2(x)T (x)2 ,

for some a0, a1, a2 ∈ K(x).

This type is called a Riccati equation. Kovacic [Kov86] gave an algorithm for solving linear
second-order differential equations. As a side-calculation, he computed Riccati equations. We
can decide the existence of a rational general solution.
Note that every Riccati equation can be transformed into a linear second-order differential

equation: Consider
r′ + ar2 + br + cr = 0 .

Let r = ay′

y . Then r
′ = ay′′y−y′2

y2 = ay′′

y − ar
2. Substituting into the Riccati equation leads to

a
y′′

y
+ ab︸︷︷︸

b̄

y′

y
+ c = 0 ,

ay′′ + b̄y′ + cy = 0 .

The same is true for the other direction: Consider

y′′ + ay′ + by = 0 .

Let y = e
∫

r. Then y′ = e
∫

rr and y′′ = e
∫

rr′ + e
∫

rr2. Inserting yields

r′ + r2 + ar + b = 0 ,

which is again a Riccati equation.

In the result of a Riccati equation also the constant c appears rationally. Therefore, for
parametrizable AODEs, the notion of rational and strong rational coincide.
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7.2. Decision Algorithm for AODEs
In this section we finally state an algorithm that decides whether an AODE has a strong rational
general solution and if so, computes it. See also [VGW18, Algorithm 2].
Algorithm 7: StrongRational(F )
Input: An AODE F (x, y, y′) = 0, where F ∈ K[x, y, z]\K[x, y] irreducible
Output: A strong rational general solution of F , or “No strong rational general solution

exist”
1 if F is reducible over K(x) or genus(F ) > 0 then
2 return “No strong rational general solution exists”
3 compute the rational proper optimal parametrization P = (p1(x, t), p2(x, t)) ∈ (K(x)(t))2

4 f(x, t) := p2(x,t)− ∂p1
∂x

(x,t)
∂p1
∂t

(x,t)
5 if f has the form a0(x) + a1(x)t+ a2(x)t2 then
6 solve the Riccati equation T ′(x) = f(x, T (x))
7 if it has a rational general solution then
8 return y(x) := p1(x, T (x, c))

9 return “No (strong) rational general solution exists”
The first condition comes from Theorem 3.8. For parametrizable AODEs we compute the

optimal parametrization over K(x), in which the coefficients are still in K(x). This leads us to
the associated equation. From that solution we obtain the solution of the AODE by substituting
into p1.
In the last step we can actually omit the word “strong”, since for parametrizable AODEs,

a rational general solution is a strong rational general solution. But only for strong rational
general solutions we have a full decision algorithm.

Example 7.6 (Kamke 547). Consider the equation

F (x, y, y′) = y′4 − 4y(xy′ − 2y)2 = 0 .

The corresponding curve has one triple point at the origin, intersection with L(t) = z− ty yields

P(t) =
(

4(tx− 2)2

t4
,
4(tx− 2)2

t3

)
.

We compute
p2(x, t)− ∂p1

∂x (x, t)
∂p1
∂t (x, t)

= − t
2

2 .

The associated equation

T ′ = −T
2

2
has the solution T (x) = 2

x+c . The solution of F is given by

y(x) = p1(x, T (x)) = c2(x+ c)2 .

So far, neither Mathematica nor Maple are able to give a general solution of this differential
equation.
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Example 7.7 (Clairaut’s equation). Consider the differential equation

y = xy′ + f(y′) .

A parametrization can be immediately found by conversion:

P(t) = (xt+ f(t), t) .

In this case, the second component is already the derivative of the first. We can read off the
general solution

y(x) = cx+ f(c) .

Example 7.8 (Chrystal’s equation). The equation reads as

y′ +Axy′ +By + Cx2 = 0 ,

for some constants A, B, C. The rational parametrization is

P(t) =
( 1
B

(t2 +Axt+ Cx2), t
)
.

We compute
p2(x, t)− ∂p1

∂x (x, t)
∂p1
∂t (x, t)

= (A+B)t+ 2Cx
−2t−Ax .

Chrystal’s equation has a rational general solution if and only if the remainder is zero. This is
the case if and only if A2 +AB = 4C. Then the associated equation is

T ′ = −A+B

2 ,

which has the solution T (x) = −A+B
2 x + c. The rational general solution of the Chrystal’s

equation is

y(x) = p1(x, T (x)) = A2 −B2 −
A2+AB︷︸︸︷

4C
4B x2 + cx− 1

B
c2 = −A+B

4 x2 + cx− 1
B
c2 .
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8. Conclusion

We have seen a method that decides whether a first-order AODE has a strong rational general
solution and in the affirmative case computes it.
Since the AODE is considered as curve, this approach requires curve parametrization. The

coefficients lie in the field of rational functions. It turns out that this field has the nice property
that we do not need to extend the field of coefficients.
The parametrization requires rational points on the curve. The key observation is the existence

of a rational point on a conic. Birational transformation is used to transform a curve to another
one of lower degree. Unfortunately, birationality cannot be checked in advance. For almost all
cases, the transformation is indeed birational. But in practice, one might pick a bad choice,
and therefore, we have to take care how to deal with that case. For every curve it is possible to
find rational points on it. But though having these nice properties, the computation gets very
tedious. Better methods would promote the algorithm.
We use the computed rational parametrization to transform the initial AODE into a quasilin-

ear one, where we rely on proven methods. Since only Riccati-equations admit rational general
solutions, we have reduced the problem to solving Riccati-equations.
The particular strength of this program is the ability to deal with differential equations where

the derivative occurs in higher degree. Conventional methods often fail. For those AODEs
having no strong rational general solution, still the existence can be decided.
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A. Implementation

The implementation will be integrated into the program system of finding rational general
solutions of differential equations which is currently developed at RISC.
In the following implementation, our ground field K = Q, the field of algebraic numbers.

For the main functions ParametrizeKx and StrongRational input and output conditions are
checked. The others rely on a correct usage.

A.1. Parametrization over K(x)
In the following, an implementation of rational parametrization of curves over K(x) is given, as
described in Algorithm 3.

FUNCTION ParametirzeKx
Input:
• F ∈ K[x, y, z] rational affine curve over K(x) having only ordinary singularities
• x,y,z,t: variables

Output:
A proper rational parametrization of F with coefficients in K(x), i.e. P ∈ K(x, t)2 such that
F(P[1](t), P[2](t)) = 0.

Description:
For lines, convert the equation. For conics and curves having one singularity, do parametriza-
tion by lines. Otherwise, compute system of adjoits H. Find deg(F)−3 points on F, and force H
to go through them. Intersect F with H. The last intersection point gives the parametrisation.

Source code:
ParametrizeKx := proc (F , x : : name , y : : name , z : : name , t : : name)

local F_, P, w;
F_ := Algebra i c :−ConvertRootOf (F ) ;
i f not type (F_, ’ polynom ’ ( ’ radalgnum ’ , [ x , y , z ] ) ) then

error " input must be a polynomial in the g iven v a r i a b l e s " ;
end i f ;
i f not eva la ( AIrreduc ( primpart (F_, {y , z } ) ) ) then

error " input i s r e d u c i b l e " ;
end i f ;
i f numelems ({x , y , z , t }) <> 4 then

error " input v a r i a b l e s must be d i s t i n c t " ;
end i f ;
i f a l g cu rve s :−genus (F_, y , z ) <> 0 then

error " genus not 0 " ;
end i f ;
P := parametrizeKxProj ( Groebner :−Homogenize (F_, w, {y , z }) , x , y , z , w, t ) ;
i f P [ 3 ] = 0 then

error " check input cond i t i on " ;
end i f ;
P := eva la ( S imp l i f y ( [ P [ 1 ] /P [ 3 ] , P [ 2 ] /P [ 3 ] ] ) ) ;
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# check i f parametr i za t i on i s g ener i c po in t on F
i f s i m p l i f y ( eva l (F_, {y = P [ 1 ] , z = P [ 2 ] } ) ) = 0 and member( t , i n d e t s (P) ) then

return P;
end i f ;
error " i n c o r r e c t parametr i za t i on " ;

end proc ;

parametrizeKxProj := proc (F , x , y , z , w, t )
local a , b , c , deg , p , s ing , ext , H, P, i , cond , v , ppt ;
deg := degree (F , {y , z , w} ) ;
i f deg = 1 then

# F = a∗y+b∗ z+c∗w
a , b , c := c o e f f (F , y ) , c o e f f (F , z ) , c o e f f (F , w) ;
i f b <> 0 then return [ b∗ t , −a∗ t − c , b ] ; end i f ;
i f a <> 0 then return [−b∗ t − c , a∗ t , a ] ; end i f ;
error " Not p o s s i b l e " ;

e l i f deg = 2 then
# F = a∗y^2+b∗ yz+c∗ z^2+d∗yw+e∗zw+f ∗w^2
p := pointOnConic (F , x , y , z , w) ;
return parametr izeByLines (F , p , x , y , z , w, t ) ;

end i f ;
s i ng := a l g cu rve s :− s i n g u l a r i t i e s ( eva l (F , w = 1) , y , z ) ;
i f nops ( s ing ) = 1 and s i ng [ 1 , 2 ] = deg − 1 then

return parametr izeByLines (F , s i ng [ 1 , 1 ] , x , y , z , w, t ) ;
end i f ;
ext := i n d e t s [ f l a t ] ( F , ’ : − ‘ rada lgext ‘ ’ ) ; # ex tens i on o f f i e l d o f d e f i n i t i o n
i f add ( s ing [ i ] [ 2 ] ∗ ( s i ng [ i ] [ 2 ] − 1)

∗ Algebra i c :−Degree ( i n d e t s [ f l a t ] ( s i ng [ i ] , ’ : − ‘ rada lgext ‘ ’ ) minus ext ) ,
i = 1 . . nops ( s ing ) ) < ( deg − 1)∗ ( deg − 2) then

error " non−ord inary s i n g u l a r i t y " ;
end i f ;
H := a d j o i n t s ( deg − 2 , s ing , t , y , z , w, ext ) ;
# f i n d a d d i t i o n a l p o i n t s on the curve
P := pointsOnCurve ( deg − 3 , F , x , y , z , w) ;
# l e t H pass through t h e s e p o i n t s
cond := map(p −> eva l (H, {w = p [ 3 ] , z = p [ 2 ] , y = p [ 1 ] } ) = 0 , P ) ;
H := subs ( s o l v e ( cond , { seq ( t [ i ] , i = 1 . . deg − 1 )} ) , H) ;
v := i n d e t s (H) i n t e r s e c t { seq ( t [ i ] , i = 1 . . deg − 1 ) } ;
H := s i m p l i f y ( subs ( v [ 1 ] = t , v [ 2 ] = 1 , H) ) ;
# i n t e r s e c t F and H
ppt := map( v −> Algebra i c :− Pr imit ivePart (

Algebra i c :− Resultant ( eva l (F , w = 1) , eva l (H, w = 1) , v ) , t ) , [ y , z ] ) ;
return [− c o e f f ( ppt [ 2 ] , y , 0)/ c o e f f ( ppt [ 2 ] , y ) ,

−c o e f f ( ppt [ 1 ] , z , 0)/ c o e f f ( ppt [ 1 ] , z ) , 1 ] ;
end proc ;

Example:
> ParametrizeKx ( z^4 − 4∗y ∗( x∗z − 2∗y )^2 , x , y , z , t )
> [ 4 ∗ ( t ^2∗x^2 − 4∗ t ∗x + 4)/ t ^4 , 4∗( t ^2∗x^2 − 4∗ t ∗x + 4)/ t ^3 ]

There is already a function available for parametrization over the rationale numbers Q. We
could actually also use it by just neglecting x.
> algc u rve s :− parametr i za t i on ( z^4 − 4∗y ∗( x∗z − 2∗y )^2 , y , z , t )
> [ 4 ∗ ( t ^2∗x^2 − 4∗ t ∗x + 4)/ t ^4 , 4∗( t ^2∗x^2 − 4∗ t ∗x + 4)/ t ^3 ]

But since this function might use field extensions, we cannot apply it for our problem.
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> algc u rve s :− parametr i za t i on ( x∗y^2 + z^2 − 1 , y , z , t )
> [ ( RootOf (_Z^2 + x )∗ t ^2 − RootOf (_Z^2 + x ) )/ (2∗ x∗ t ) , ( t ^2 + 1)/(2∗ t ) ]

Therefore, the above method is really necessary.
Unfortunately, irreducibility over K(x) cannot be checked in Maple 2019. For instance, (y +

z)2 − x = (y+ z−
√
x)(y+ z +

√
x) is reducible, but in Maple it is considered to be irreducible.

> eva la ( AIrreduc ( ( y+z )^2 − x ) ) ;
> true

For this problem, Magma provides a method. But the given Maple implementation relies on a
correct input.

A.2. Parametrization by Lines
If the curve has not more than one singularity, we can parametrize by lines. The following
function is an implementation of Algorithm 2.

FUNCTION parametrizeByLines

Input:
• F ∈ K(x)[y, z, w] projective curve that is parametrizable by lines
• p: point on F, which is any rational point (if F is a conic) or the only singularity (for higher
degree)
• x,y,z,t,w: variables

Output:
A proper rational parametrization of F with coefficients in K(x), i.e. P ∈ K(x, t)3 such that
F(P[1](t), P[2](t), P[3](t)) = 0.

Description:
Make a change of coordinates to move p to the origin. Intersect F with a pencil of lines
through the origin. Then move the curve back. (If last entry of p is 0, swap roles, and
proceed analogously.)

Source code:
parametr izeByLines := proc (F , p , x , y , z , w, t )

local P;
i f p [ 3 ] <> 0 then

return parametrizeByLinesAux (F , p , x , y , z , w, t ) ;
e l i f p [ 2 ] <> 0 then

P := parametrizeByLinesAux (F, [ p [ 1 ] , p [ 3 ] , p [ 2 ] ] , x , y , w, z , t ) ;
return [P [ 1 ] , P [ 3 ] , P [ 2 ] ] ;

e l i f p [ 1 ] <> 0 then
P := parametrizeByLinesAux (F, [ p [ 2 ] , p [ 3 ] , p [ 1 ] ] , x , z , w, y , t ) ;
return [P [ 3 ] , P [ 1 ] , P [ 2 ] ] ;

end i f ;
error " i n v a l i d po int " ;

end proc ;

parametrizeByLinesAux := proc (F , p , x , y , z , w, t )
local deg , G, Gd, Gd_1;
deg := degree (F , {y , z , w} ) ;
G := subs ( y = y + p [ 1 ] / p [ 3 ] , z = z + p [ 2 ] / p [ 3 ] , w = 1 , F ) ;
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Gd, Gd_1 := homogeneousPart (G, {y , z } , deg ) , homogeneousPart (G, {y , z } , deg −1);
return [ p [ 1 ] ∗ eva l (Gd, {y = 1 , z = t }) − p [ 3 ] ∗ eva l (Gd_1, {y = 1 , z = t }) ,

p [ 2 ] ∗ eva l (Gd, {y = 1 , z = t }) − p [ 3 ] ∗ t ∗ eva l (Gd_1, {y = 1 , z = t }) ,
p [ 3 ] ∗ eva l (Gd, {y = 1 , z = t } ) ] ;

end proc ;

Example:

> parametr izeByLines(−w^2 + y^2 + z ^2 , [ −1 , 0 , 1 ] , x , y , z , w, t )
> [− t ^2 + 1 , 2∗ t , t ^2 + 1 ]

FUNCTION homogeneousPart

Input:
• F polynomial
• vars: set of variables
• d: integer

Output:
The homogeneous part of F of degree d.

Source code:

homogeneousPart := proc (F , vars , d )
local F_, monomlist , hom ;
F_ := c o l l e c t (F , vars , ’ d i s t r i b u t e d ’ ) ; # expand to sum of monomials
monomlist := i f e l s e ( type (F_, ’ ‘+ ‘ ’ ) , [ op (F_) ] , [F_ ] ) ; # c o l l e c t monoms in a l i s t
hom := s e l e c t (m −> evalb ( degree (m, vars ) = d ) , monomlist ) ;
return f o l d l ( ‘+ ‘ , 0 , op (hom ) ) ;

end proc ;

Example:

> homogeneousPart ( y^2 + 3∗y∗z + 2∗z , {y , z } , 2)
> y^2 + 3∗y∗z

A.3. Points on Conics

We need one point on the conic. The following functions are dedicated to this search. We
proceed as described in Chapter 5.

FUNCTION pointOnConic

Input:
• F ∈ K(x)[y, z, w] projective conic
• x,y,z,w: variables

Output:
A point the conic, i.e. (y : z : w) ∈ P2(K(x)) such that a y2+b yz+c z2+d yw+e zw+f w2 = 0.

Description:
Distinguish between the different cases. If the curve is elliptic/hyperbolic, transform conic
to canonical form, and find a point there. Then transform the discovered point back.

Source code:
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pointOnConic := proc (F , x : : name , y : : name , z : : name , w : : name)
local a , b , c , d , e , f , D, y_, z_ , w_;
a , b , c , d , e , f := c o e f f (F , y ^2) , c o e f f ( c o e f f (F , y ) , z ) , c o e f f (F , z ^2) ,

c o e f f ( c o e f f (F , y ) ,w) , c o e f f ( c o e f f (F , z ) ,w) , c o e f f (F ,w^ 2 ) ;
i f f = 0 then return [ 0 , 0 , 1 ] ;
e l i f c = 0 then return [ 0 , 1 , 0 ] ;
e l i f a = 0 then return [ 1 , 0 , 0 ] ;
end i f ;
D := s i m p l i f y (b^2 − 4∗a∗c ) ;
# p a r a b o l i c case
i f D = 0 then

return s i m p l i f y P r o j P o i n t ([ −2∗c , b , 0 ] , x ) ;
end i f ;
# e l l i p t i c , h y p e r b o l i c case
y_, z_ , w_ := op ( pointOnConicCanonicalForm (D, −1,

a^2∗ e^2 − b∗a∗d∗e + a∗c∗d^2 + a∗b^2∗ f − 4∗a^2∗ c∗ f , x ) ) ;
return s i m p l i f y P r o j P o i n t ( [D∗y_ − b∗z_ + a ∗(2∗d∗c − b∗e )∗w_,

2∗a∗z_ + a ∗(2∗ a∗e − b∗d)∗w_, a∗D∗w_] , x ) ;
end proc ;

Example:

> pointOnConic ( x∗y^2 − w^2 − y∗z + z ^2 , x , y , z , w)
> [ 0 , 1 , −1]

FUNCTION pointOnConicCanonicalForm

Input:
• a, b, c ∈ K(x) rational functions
• x: variable

Output:
A point on a conic in canonical form, i.e. y, z, w ∈ K(x) such that a y2 + b z2 + c w2 = 0.

Source code:

pointOnConicCanonicalForm := proc ( a , b , c , x )
local A, B, C, A1 , A2 , B1 , B2 , C1 , C2 , y , z , w, i ;
# c l e a r denominators : A∗y^2+B∗ z^2+C∗w^2 = 0
A, B, C := numer ( a )∗denom(b)∗denom( c ) , denom( a )∗ numer (b)∗denom( c ) ,

denom( a )∗denom(b)∗ numer ( c ) ;
A, B, C := op (divByGCD ( [A, B, C] , x ) ) ;
A1 , A2 := fac to rL inea rSquare (A, x ) ;
B1 , B2 := fac to rL inea rSquare (B, x ) ;
C1 , C2 := fac to rL inea rSquare (C, x ) ;
# A1∗A2^2∗y^2+B1∗B2^2∗ z^2+C1∗C2^2∗w^2 = A1∗(A2∗y)^2+B1∗(B2∗ z )^2+C1∗(C2∗w)^2
i := min [ index ] ( [ degree (A1) , degree (B1) , degree (C1 ) ] ) ; # f i n d po ly o f min degree
i f i = 1 then

z , w, y := op ( l egendre (B1 , C1 , A1 , x ) ) ;
e l i f i = 2 then

y , w, z := op ( l egendre (A1 , C1 , B1 , x ) ) ;
else # i=3

y , z , w := op ( l egendre (A1 , B1 , C1 , x ) ) ;
end i f ;
return s i m p l i f y P r o j P o i n t ( [ y/A2 , z/B2 , w/C2 ] , x ) ;

end proc ;
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FUNCTION legendre

Input:
• A, B, C ∈ K[x] squarefree polynomials, where deg(C) should be lowest
• x: variable

Output:
y, z, w ∈ K(x) such that A y2 + B z2 + C w2 = 0.

Source code:

l e g endre := proc (A, B, C, x )
local y , z , w;
# c l e a r one po lynomia l : A∗C∗y^2 + B∗C∗ z ^2 + C^2∗w^2 = A1∗y^2 + B1∗ z ^2 + w1^2
y , z , w := op ( legendreAux(−A∗C, −B∗C, x ) ) ;
return s i m p l i f y P r o j P o i n t ( [ y , z , w/C] , x ) ;

end proc ;

We again have transformed the equation to Ay2 +Bz2−w2 = 0 and apply the same procedure
as Algorithm 4.

FUNCTION legendreAux

Input:
• A, B ∈ K[x] squarefree polynomials
• x: variable

Output:
y, z, w ∈ K(x) such that A y2 + B z2 − w2 = 0.

Description:
Transform the conic into A1 y2 + B z2 − w2 = 0, where deg(A1) < deg(A). Find a point on
that conic. Transform the discovered point back.

Source code:

legendreAux := proc (A, B, x )
local y , z , w, R, A1 , S ;
i f degree (A, x ) < degree (B, x ) then

z , y , w := op ( legendreAux (B, A, x ) ) ;
return s i m p l i f y P r o j P o i n t ( [ y , z , w] , x ) ;

end i f ;
i f degree (B, x ) = 0 then

return [ 0 , 1 , s q r t (B ) ] ;
end i f ;
R := msqrt (B, A, x ) ; # R^2 = A mod M
A1 , S := fac to rL inea rSquare ( quo (R^2 − B, A, x ) , x ) ; # R^2 − B = A∗A1∗S^2
# A∗y_^2 + B∗z_^2 − w_^2 = (R^2 − B) ∗ (A1∗y^2 + B∗ z ^2 − w^2)
y , z , w := op ( legendreAux (A1 , B, x ) ) ;
# A∗(A1∗S∗y )^2 + B∗(R∗ z + w)^2 − (B∗ z + R∗w)^2 = 0
return s i m p l i f y P r o j P o i n t ( [ A1∗S∗y , R∗z + w, B∗z + R∗w] , x ) ;

end proc ;

Example:

> legendreAux ( x^2 − x , 4∗x , x )
> [ 2 , 1 , 2∗x ]
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FUNCTION factorLinearSquare
Input:
• F ∈ K[x] polynomial
• x: variable

Output:
L, S ∈ K[x] such that F = L S2, where L is squarefree.

Description:
Compute the squarefree factorization of F and order the terms in a suitable way.

Source code:
f a c to rL inea rSquare := proc (F , x )

local cont , f , odd , i ;
cont , f := op ( s q r f r e e (F , x ) ) ;
# F = F1∗F2^2∗F3 ^ 3 ∗ . . . = (F1∗F3∗F5 ∗ . . . ) ∗ ( F2∗F3∗F4^2∗F5^2∗F6 ^ 3 ∗ . . . ) ^ 2
odd := s e l e c t ( a −> a [ 2 ] mod 2 = 1 , f ) ; # s e l e c t those f a c t o r s wi th odd powers
return cont ∗mul ( odd [ i ] [ 1 ] , i = 1 . . nops ( odd ) ) ,

mul ( f [ i ] [ 1 ] ^ f l o o r (1/2∗ f [ i ] [ 2 ] ) , i = 1 . . nops ( f ) ) ;
end proc ;

Example:
> fac to rL inea rSquare ( ( x + 1)∗ ( x + 2)^2∗( x − 1)^3∗x^4 , x )
> ( x + 1)∗ ( x − 1) , ( x + 2)∗ ( x − 1)∗ x^2

FUNCTION msqrt
Input:
• A, M ∈ K[x] squarefree polynomials
• x: variable

Output:
The modular squareroot R ∈ K[x] such that R2 = A mod M.

Description:
Compute R by polynomial interpolation of the points (xi,

√
A(xi)), for all roots xi of M.

Source code:
msqrt := proc (A, M, x )

local r t s , pts , xi , R;
r t s := [ s o l v e (M, x ) ] ;
pts := map( x i −> [ xi , s q r t ( eva l (A, x = x i ) ) ] , r t s ) ;
R := CurveFitt ing :− Po lynomia l In t e rpo la t i on ( pts , x ) ;
return eva la ( S imp l i f y (R) ) ;

end proc ;

Example:
> msqrt (4∗x , x^2 − x , x )
> 2∗x

A.4. Adjoint Curves
To compute the adjoint curves, we have to generate a linear system of curves. It is also useful
to construct curves passing through given points.
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FUNCTION linearSystem

Input:
• deg: integer
• P: list of projective points with associated multiplicities
• t,y,z,w: variables
• ext: set of extensions to Q

Output:
System of curves of degree deg passing through all points in P with corresponding multiplic-
ities.

Description:
Set up a linear system of curves H of degree deg. Go through all points p in P. If p is
rational, H(p[1], p[2], p[3]) = 0 provides one linear condition on H. If p is a family of
points, rem(H(p[1](a), p[2](a), p[3](a)), m(a)) = 0 provides deg(m) linear conditions on H. If
mult p > 1, also consider the partial derivatives.

Source code:

l inearSystem := proc ( deg , P, t , y , z , w, ext )
local D, power , monom, H, pm, p , mult , der iv , r , n , cond , m, i , v ;
D := ( deg + 1)∗ ( deg + 2 ) / 2 ; # number o f c o e f f i c i e n t s
power := map( c −> c − [ 1 , 1 , 1 ] , combinat :− compos i t ion ( deg + 3 , 3 ) ) ;
monom := map( c −> y^c [ 1 ] ∗ z^c [ 2 ] ∗w^c [ 3 ] , power ) ;
H := sum( t [ i ] ∗monom[ i ] , i = 1 . . D) ;
for pm in P do

p , mult := pm[ 1 ] , pm [ 2 ] ;
d e r i v := [ op (map( c −> c − [ 1 , 1 , 1 ] , combinat :− compos i t ion ( mult + 2 , 3 ) ) ) ] ;
# l i n e a r c o n d i t i o n s on po in t
r := i n d e t s [ f l a t ] ( p , ’ : − ‘ rada lgext ‘ ’ ) minus ext ; # r conta ins one element
n := Algebra i c :−Degree ( r ) ;
i f n = 1 then # p i s r a t i o n a l

cond := map(d −> eva l ( d i f f (H, [ y$d [ 1 ] , z$d [ 2 ] , w$d [ 3 ] ] ) ,
{y=p [ 1 ] , z=p [ 2 ] , w=p [ 3 ] } ) = 0 , de r i v ) ;

else # p i s fami l y o f p o i n t s
# minimal po lynomia l o f p , expre s sed in a
m := algsubs (_Z = a , op (1 , r [ 1 ] ) ) ;
# remove RootOf ( . . . ) , make p po lynomia l po in t :
# F( p1 ( a ) , p2 ( a ) , p3 ( a )) = 0 mod m( a )
p := s i m p l i f y P r o j P o i n t ( subs ( r [ 1 ] = a , p ) , x ) ;
cond := map(d −> map( c −> c o e f f ( rem ( eva l ( d i f f (H, [ y$d [ 1 ] , z$d [ 2 ] , w$d [ 3 ] ] ) ,

{w=p [ 3 ] , z=p [ 2 ] , y=p [ 1 ] } ) , m, a ) , a , c ) = 0 ,
[ seq ( i , i = 0 . . n −1) ] ) , d e r i v ) ;

end i f ;
# s u b s t i t u t e l i n e a r c o n d i t i o n s in H
H := subs ( s o l v e ( L i s tToo l s :− Flatten ( cond ) , { seq ( t [ i ] , i = 1 . . D) } ) , H) ;

end do ;
v := i n d e t s (H) i n t e r s e c t { seq ( t [ i ] , i = 1 . . D) } ;
H := subs ({ seq ( v [ i ] = t [ i ] , i = 1 . . nops ( v ) ) } , H) ;
return numer (H) ;

end proc ;

Example:

> l inearSystem (2 , [ [ [ 0 , 0 , 1 ] , 1 ] , [ [ 0 , 1 , 1 ] , 1 ] , [ [ 1 , 0 , 1 ] , 1 ] ] , t , y , z , w, {})
> w∗y∗ t [ 1 ] + w∗z∗ t [ 3 ] − y^2∗ t [ 1 ] + y∗z∗ t [ 2 ] − z ^2∗ t [ 3 ]
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After setting up a linear system, we are able to compute the adjoint curves, the system of
curves passing through all singularities with corresponding multiplicities minus 1.

FUNCTION adjoints
Input:
• deg: integer
• sing: singularities of a curve
• t,y,z,w: variables
• ext: set of extensions to Q

Output:
System of adjoint curves of degree deg.

Source code:
a d j o i n t s := ( deg , s ing , t , y , z , w, ext ) −>

l inearSystem ( deg , map( s −> [ s [ 1 ] , s [ 2 ] − 1 ] , s i ng ) , t , y , z , w, ext ) ;

A.5. Hilbert-Hurwitz Method
For parametrization we require d − 3 simple points on the curve. As described in Chapter 6,
this can be done using birational transformation. An implementation of the Hilbert-Hurwitz
method, Algorithm 6, is given in the following function.

FUNCTION pointsOnCurve
Input:
• n: integer
• F ∈ K(x)[y, z, w] rational projective curve having only ordinary singularities
• x,y,z,w: variables

Output:
n rational simple points on F.

Description:
Successively use birational transformation defined by adjoint curves to transform F into a
conic/cubic. The transformed curve G can be obtained by the elimination ideal 〈F, T[1] −
y_, T[2]−z_, T[3]−w_〉∩K[y_, z_, w_]. Compute rational parametrization of G. Successively
pick a point on G and invert it until n simple points on F are found. If a point is not rational,
T was not birational. Then try again with different arrangement of adjoint curves.

Source code:
pointsOnCurve := proc (n , F , x , y , z , w, num_try := 1)

local points , T, G, d , s ing , ext , H, v , T_, Id , El , P, t , i , q , p ;
po in t s := {} ;
T := [ y , z , w ] ; # T=id
G := F;
d := degree (G, {y , z , w} ) ;
try

while d > 3 do # transform to lower degree
s i ng := a l g cu rve s :− s i n g u l a r i t i e s ( eva l (G, w = 1) , y , z ) ;
ext := Algebra i c :− GetAlgebra ics (G) ; # ex tens i on o f f i e l d o f d e f i n i t i o n
i f add ( s ing [ i ] [ 2 ] ∗ ( s i ng [ i ] [ 2 ] − 1)

∗ Algebra i c :−Degree ( i n d e t s [ f l a t ] ( s i ng [ i ] , ’ : − ‘ rada lgext ‘ ’ )
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minus ext ) , i = 1 . . nops ( s i ng ) ) < (d − 1)∗ ( d − 2) then
error " non−ord inary s i n g u l a r i t y " ;

end i f ;
H := a d j o i n t s (d − 2 , s ing , t , y , z , w, ext ) ; # deg−1 parameters f r e e
v := map( i −> LinearAlgebra :− UnitVector ( i , d − 1) ,

combinat :−permute (d − 1 , 3 ) [ num_try ] ) ;
T_ := [ eva l (H, t = v [ 1 ] ) , eva l (H, t = v [ 2 ] ) , eva l (H, t = v [ 3 ] ) ] ;
Id := Polynomia l Idea l s :− Polynomia l Idea l ({G, T_[1] −y_, T_[2] −z_ , T_[3] −w_} ,

v a r i a b l e s = {w_, y_, z_ , y , z , w} ) ;
# Id i n t e r s e c t K[ y_, z_ ,w_]
El := Polynomia l Idea l s :− E l i m i n a t i o n I d e a l ( Id , {w_, y_, z_ } ) ;
G := Polynomia l Idea l s :− Generators ( El ) [ 1 ] ;
G := subs (y_ = y , z_ = z , w_ = w, G) ;
d := degree (G, {y , z , w} ) ;
T := subs ({ y = T[ 1 ] , z = T[ 2 ] , w = T[ 3 ] } , T_) ; # T=T_(T)

end do ;
P := parametrizeKxProj (G, x , y , z , w, t ) ;
i := 0 ;
while nops ( po in t s ) < n do # pick p o i n t s and i n v e r t them

q := s i m p l i f y P r o j P o i n t ( eva l (P, t = i ) , x ) ;
p := inve r tPo in t (q , T, F , x , y , z , w) ;
po in t s := po in t s union {p } ;
i := i f e l s e ( i > 0 , −i , − i + 1 ) ; # 0 , 1 , −1, 2 , −2, . . .

end do ;
return po in t s ;
catch : return pointsOnCurve (n , F , x , y , z , w, num_try + 1 ) ;

end try ;
end proc ;

FUNCTION invertPoint
Input:
• q: projective point
• T: birational transformation
• F ∈ K(x)[y, z, w] rational projective curve having only ordinary singularities
• x,y,z,w: variables

Output:
A point p on F such that T(p) = q.

Description:
Solve F(y, z, w) = 0, (T[1](y, z, w) : T[2](y, z, w) : T[3](y, z, w)) = (q[1] : q[2] : q[3]).
Separately solve affine solutions and solutions at infinity. If q is invertible, the system has a
unique solution and the singularities. Remove these singularities. If the point is not rational,
T was not birational.

Source code:
i nve r tPo in t := proc (q , T, F , x , y , z , w)

local M, so l0 , so l1 , P ;
i f q [ 1 ] <> 0 then

M := T[ 2 ] ∗ q [ 1 ] − T[ 1 ] ∗ q [ 2 ] , T[ 3 ] ∗ q [ 1 ] − T[ 1 ] ∗ q [ 3 ] ;
e l i f q [ 2 ] <> 0 then

M := T[ 1 ] ∗ q [ 2 ] − T[ 2 ] ∗ q [ 1 ] , T[ 3 ] ∗ q [ 2 ] − T[ 2 ] ∗ q [ 3 ] ;
e l i f q [ 3 ] <> 0 then

M := T[ 1 ] ∗ q [ 3 ] − T[ 3 ] ∗ q [ 1 ] , T[ 2 ] ∗ q [ 3 ] − T[ 3 ] ∗ q [ 2 ] ;
else

error " i n v a l i d po int " ;
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end i f ;
# a f f i n e s o l u t i o n s
s o l 1 := { s o l v e ({ eva l (M[ 1 ] ,w=1)=0, eva l (M[ 2 ] ,w=1)=0, eva l (F ,w=1)=0}, {y , z } ) } ;
# s o l u t i o n s at i n f i n i t y
s o l 0 := { s o l v e ({ eva l (M[ 1 ] ,w=0)=0, eva l (M[ 2 ] ,w=0)=0, eva l (F ,w=0)=0}, {y , z } ) } ;
P := map( s −> subs ( s , [ y , z , 1 ] ) , s o l 1 ) union map( s −> subs ( s , [ y , z , 0 ] ) , s o l 0 ) ;
# remove (T1( p ) : T2( p ) : T3( p )) = ( 0 : 0 : 0 )
P := remove (p −> s i m p l i f y ( eva l (T, {w=p [ 3 ] , z=p [ 2 ] , y=p [ 1 ] } ) ) = [ 0 , 0 , 0 ] , P ) ;
i f nops (P) = 0 then

return NULL;
end i f ;
i f nops (P) = 1 and type (P [ 1 ] , ’ l i s t ’ ( ’ r a tpo ly ’ ( ’ anything ’ , x ) ) ) then

return s i m p l i f y P r o j P o i n t (P [ 1 ] , x ) ;
end i f ;
error "T not b i r a t i o n a l " ;

end proc ;

A.6. Simplify Points over K(x)

In order to work with shorter expressions, we need a function that simplifies the projective
points. Particularly, the search of K(x)-rational points delivers us complicated expressions. So
we require our own simplify function.

FUNCTION simplifyProjPoint

Input:
• p ∈ P2(K(x)) projective point of rational functions
• x: variable

Output:
The same point with polynomial coefficients and in simplified representation.

Description:
Simplify content and primitive part separately, and multiply them together.

Source code:

s i m p l i f y P r o j P o i n t := proc (p , x )
local P, pp , cont ;
P := [ numer (p [ 1 ] ) ∗ denom(p [ 2 ] ) ∗ denom(p [ 3 ] ) ,

denom(p [ 1 ] ) ∗ numer (p [ 2 ] ) ∗ denom(p [ 3 ] ) ,
denom(p [ 1 ] ) ∗ denom(p [ 2 ] ) ∗ numer (p [ 3 ] ) ] ;

P := eva la ( S imp l i f y ~(P ) ) ;
P := divByGCD(P, x ) ;
# s p l i t i n t o content and p r i m i t i v e par t
pp := primpart ~(P, x ) ;
cont := s impl i fyPro jConst ( content ~(P, x ) ) ;
return pp ∗~ cont ;

end proc ;

Example:

> s i m p l i f y P r o j P o i n t ( [ x^2 − 1 , x + 1 , x^2 + 2∗x + 1 ] , x )
> [ x − 1 , 1 , x + 1 ]
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FUNCTION divByGCD

Input:
• p ∈ P2(K(x)) projective point of polynomials
• x: variable

Output:
The same point with coordinates relative prime.

Source code:

divByGCD := proc (p , x )
local g ;
g := gcd (p [ 1 ] , gcd (p [ 2 ] , p [ 3 ] ) ) ;
return eva la ( S imp l i f y ~ ( [ quo (p [ 1 ] , g , x ) , quo (p [ 2 ] , g , x ) , quo (p [ 3 ] , g , x ) ] ) ) ;

end proc ;

FUNCTION simplifyProjConst

Input:
• p ∈ P2(K) projective point of constants
• x: variable

Output:
The same point in simplified representation.

Source code:

s imp l i f yPro jConst := proc (p)
local n , l ;
n := eva la ( S imp l i f y ( eva la ( Normal ( normal i zePro jPo int (p ) ) ) ) ) ;
l := lcm (denom(n [ 1 ] ) , lcm (denom(n [ 2 ] ) , denom(n [ 3 ] ) ) ) ;
return l ∗~ n ;

end proc ;

FUNCTION normalizeProjPoint

Input:
• p ∈ P2(K) projective point of constants
• x: variable

Output:
The same point with last non-zero coordinate 1.

Source code:

normal i zePro jPo int := p −> i f p [ 3 ] <> 0 then return p /~ p [ 3 ] ;
e l i f p [ 2 ] <> 0 then return p /~ p [ 2 ] ;
e l i f p [ 1 ] <> 0 then return p /~ p [ 1 ] ;
else error " i n v a l i d po int " ; end i f ;

Sometimes it is useful to know whether two projective points are equal. Checking this fact is
different to the affine space.
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FUNCTION equalProjPoint
Input:
• p: projective point
• x: variable

Output:
true if they are equal, false otherwise.

Description:
It suffices to check the following equalities, since (a : b : c) = (d : e : f) ⇐⇒ a

b = d
e ,

a
c =

d
f ,

b
c = e

f ⇐⇒ ae = bd, af = cd, bf = ce.
Source code:
equa lPro jPo int := (p , q ) −> s i m p l i f y (p [ 1 ] ∗ q [ 2 ] − p [ 2 ] ∗ q [ 1 ] ) = 0 and

s i m p l i f y (p [ 1 ] ∗ q [ 3 ] − p [ 3 ] ∗ q [ 1 ] ) = 0 and
s i m p l i f y (p [ 2 ] ∗ q [ 3 ] − p [ 3 ] ∗ q [ 2 ] ) = 0 ;

Example:
> equalPro jPo int ( [ 1 , 2 , 3 ] , [ 2 , 4 , 6 ] )
> true

A.7. Strong Rational General Solutions
Using the rational parametrization over K(x) enables us to find strong rational general solutions
of AODEs, as described in Chapter 7. In order to solve Ricatti equations we use the Maple
function dsolve. Unfortunately, Maple is not able to only look for rational solutions. So we
cannot fully decide the existence of a strong rational general solution.

FUNCTION StrongRational
Input:
• F ∈ K[x, y(x), y′(x)] defining an AODE where F is irreducible over K(x)
• y,x,c: variables

Output:
A strong rational solution of the differential equation F(x, y(x), y′(x)) = 0, or “No strong
rational general solution exists” if no such exists, or “No strong rational general solution
found” if we cannot say for sure.

Description:
View F as curve over K(x), i.e. F ∈ K(x)[y, y′], compute rational parametrisation of F.
Compute the associated equation to F. If it is a Riccati equation and has a rational solution
T, return P[1](T(x, c)).

Source code:
StrongRat iona l := proc (F , y : : name , x : : name , c : : name := ’ :−c ’ )

local F_, z , t , P, f , r , T, y_ ;
F_ := Algebra i c :−ConvertRootOf (F ) ;
F_ := convert (F_, ’ : − ‘ d i f f ‘ ’ ) ;
i f not member( d i f f ( y ( x ) , x ) , i n d e t s (F_) ) then

error " input i s no d i f f e r e n t i a l equat ion " ;
end i f ;
i f not type (F_, ’ polynom ’ ( ’ radalgnum ’ , [ x , y ( x ) , d i f f ( y ( x ) , x ) ] ) ) then

error " input must be a polynomial " ;
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end i f ;
i f not eva la ( AIrreduc ( primpart (F_, { d i f f ( y ( x ) , x ) , y ( x ) } ) ) ) then

error " input i s r e d u c i b l e " ;
end i f ;
i f numelems ({y , x , c }) <> 3 then

error " input v a r i a b l e s must be d i s t i n c t " ;
end i f ;
try

P := ParametrizeKx ( subs ({ d i f f ( y ( x ) , x ) = z , y ( x ) = y } , F_) , x , y , z , t ) ;
catch " genus " : error "No st rong r a t i o n a l g ene ra l s o l u t i o n e x i s t s : genus not 0 " ;
catch " non−ord inary s i n g u l a r i t y " : error " Could not parametr ize " ;

end try ;
f := eva la ( S imp l i f y ( (P [ 2 ] − d i f f (P [ 1 ] , x ) )/ d i f f (P [ 1 ] , t ) ) ) ;
r := rem ( numer ( f ) , denom( f ) , t ) ;
f := quo ( numer ( f ) , denom( f ) , t ) ;
i f r <> 0 or degree ( f , t ) > 2 then

return "No st rong r a t i o n a l g e r ena l s o l u t i o n e x i s t s " ;
end i f ;
T := r a t i o n a l S o l ( d i f f ( t ( x ) , x ) = subs ( t = t ( x ) , f ) , x ) ; # t ’ = a0+a1∗ t+a2∗ t ^2
i f T = NULL then

return "No st rong r a t i o n a l g e r ena l s o l u t i o n found " ;
end i f ;
y_ := s i m p l i f y ( eva l (P [ 1 ] , t = T) ) ;
i f s i m p l i f y ( eva l (F_, y ( x ) = y_) ) = 0 then # check i f s o l u t i o n s a t i s f i e s DE

return subs (_C1 = c , y_ ) ;
end i f ;
error " i n c o r r e c t s o l u t i o n " ;

end proc ;

r a t i o n a l S o l := proc (DE, x )
local s t ra tegy , so l , T;
for s t r a t e g y in [ ’ l i n e a r ’ , ’ R i c c a t i ’ , ’ s epa rab l e ’ , ’ homogeneous ’ ] do

s o l := { dso lve (DE, [ s t r a t e g y ] ) } ; # s o l u t i o n s o f DE
for T in s o l do

T := rhs (T) ;
i f type (T, ’ r a tpo ly ’ ( ’ radalgnum ’ , [ x , _C1 ] ) ) and member(_C1, i n d e t s (T) ) then

return T; # T i s r a t i o n a l g enera l s o l u t i o n
end i f ;

end do ;
end do ;

end proc :

Example:
> StrongRat iona l ( d i f f ( y ( x ) , x )^4 − 4∗y ( x )∗ ( x∗ d i f f ( y ( x ) , x ) − 2∗y ( x ) )^2 , y , x )
> 4∗ c ^2∗(2∗ c + x)^2

The function dsolve provides among others the methods linear, Riccati, separable and
homogeneous which deliver rational solutions. All four are necessary, as can be seen in the
following equations.
> dso lve ( d i f f ( t ( x ) , x ) = t ( x )/ ( x + 1) + ( x^2 + 2∗x )/ ( x + 1) , [ ’ l i n e a r ’ ] )
> t ( x ) = ( x + 1)∗_C1 + x^2 + x + 1
> dso lve ( d i f f ( t ( x ) , x ) = t ( x)^2/x − 1/x , [ ’ R i c c a t i ’ ] )
> t ( x ) = 1 − 2∗x^2/(x^2 + _C1)
> dso lve ( d i f f ( t ( x ) , x ) = t ( x)^2 + 2∗ t ( x ) + 1 , [ ’ s epa rab l e ’ ] )
> t ( x ) = −(_C1 + x + 1)/(_C1 + x )
> dso lve ( d i f f ( t ( x ) , x ) = −t ( x )^2 + 2/x^2 , [ ’ homogeneous ’ ] ) ;
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> t ( x ) = −(2∗x^3 + _C1)/(( −x^3 + _C1)∗ x )

The following function is not necessary for the computation, but it is useful to generate
examples for testing.

FUNCTION constructDE
Input:
• srgs ∈ K(x, c) strong rational general solution
• x,c: variables

Output:
An AODE having srgs as solution.

Description:
Let y = A

B , y′ = C
D . Then eliminate from By−A, Dz−B the c.

Source code:
constructDE := proc ( s rgs , x , c )

local der , GB, F ;
der := d i f f ( s rgs , x ) ;
GB := Groebner :− Bas i s ( [ denom( s r g s )∗ y − numer ( s r g s ) , denom( der )∗ z − numer ( der ) ] ,

p lex ( c , y , z , x ) ) ;
F := remove ( has , GB, {c } ) [ 1 ] ;
return subs ({ y = y ( x ) , z = d i f f ( y ( x ) , x )} , F ) ;

end proc ;

Example:
> constructDE ( x∗c , x , c )
> y ( x ) − x∗ d i f f ( y ( x ) , x )
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