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Kurzfassung / Abstract

Kurzfassung

Diese Doktorarbeit behandelt verschiedene Arten von Standardbasen in endlich erzeugten Mo-
duln über dem Ring der Differenzen-Schiefdifferentialoperatoren, deren Berechnung und An-
wendungen auf die Berechnung multivariater Dimensions(quasi)polynome. Sie besteht aus zwei
Teilen. Der erste behandelt Standardbasen in Moduln über dem Ring der Differenzen-Schief-
differentialoperatoren. Der zweite Teil behandelt mit solchen Moduln assoziierte uni- und mul-
tivariate Dimensionsquasipolynome.

Wir beginnen damit, die Begriffe von Schiefdifferential-, Differenzen- und Differenzen-Schief-
differentialoperatoren in Erinnerung zu rufen. Schiefdifferentialoperatoren sind eine Verallge-
meinerung von kommutativen Polynomen, Differentialoperatoren und Differenzenoperatoren.
Zur numerischen Lösung linearer partieller Differentialgleichungen betrachtet man oft das zuge-
hörige Differenzenschema, welches durch inverse Differenzenoperatoren beschrieben werden
kann. Indem wir die Begriffe der Schiefdifferential- und Differenzenoperatoren kombinieren,
betrachten wir Differenzen-Schiefdifferentialoperatoren. Wir präsentieren Matrixdarstellungen
verallgemeinerter Termordnungen. Dann führen wir den Begriff der gewichtet relativen Gröb-
nerbasen in endlich erzeugten Moduln von Differenzen-Schiefdifferentialoperatoren ein. Diese
stellen eine Verallgemeinerung von Gröbnerbasen, relativen Gröbnerbasen und Gröbnerbasen
bezüglich mehrerer Ordnungen dar. Wir geben eine Methode zu deren Berechnung an. Des
Weiteren geben wir eine Charakterisierung gewichtet relativer Gröbnerbasen an, welche den
Anstoß zu Komplexitätsüberlegungen für die erwähnte Methode liefert. Ein Teilresultat für kom-
mutative Polynome wurde bei ACA 2011 [Dön11] präsentiert. Wir verallgemeinern den Begriff
der Randbasen zu endlich erzeugten Moduln von Differenzen-Schiefdifferentialoperatoren und
stellen eine Beziehung zwischen Rand- und Gröbnerbasen in diesem Umfeld her. Durch die
Betrachtung von Multiplikationsendomorphismen leiten wir, in Analogie zu S-Polynomen, Kri-
terien ab, um zu überprüfen, ob eine Randvorbasis bereits eine Randbasis ist. Algorithmen zur
Berechnung von Randbasen von nulldimensionalen Moduln sind im Anhang enthalten.

Wir führen auch den Begriff gewichteter Filtrierungen von Moduln über Differenzen-Schief-
differentialoperatorringen ein und generalisieren die klassische Theorie der Dimensionspoly-
nome assoziiert mit exzellenten Filtrierungen zu exzellenten gewichteten Filtrierungen. Wir be-
weisen die Existenz von mit solchen exzellenten gewichteten Filtrierungen assoziierten Quasipo-
lynomen. Mit Hilfe des Moduls der Differentiale erweitern wir dieses Resultat zu Differen-
tialkörpererweiterungen. Eine andere Erweiterung unseres Resultates betrifft gewichtete Mul-
tifiltrierungen und multivariate Dimensionsfunktionen. Schlussendlich geben wir mehrere Bei-
spiele für Dimensions(quasi)polynome bekannter Differential- und Differenzengleichungssys-
teme aus der mathematischen Physik an.

Abstract

This thesis treats different kinds of standard bases in finitely generated modules over the ring of
difference-skew-differential operators, their computation and their application to the computa-
tion of multivariate dimension (quasi-)polynomials. It consists of two parts. The first deals with
standard bases in modules over the ring of difference-skew-differential operators. The second
part deals with uni- and multivariate dimension quasipolynomials associated with such mod-
ules.

We start by recalling the notions of skew-differential, difference, and difference-skew-diffe-
rential operators. Skew-differential operators are a generalization of commutative polynomials,
differential operators, and difference operators. For the numeric solution of linear differential
equations one often considers the associated difference scheme which can be described in terms
of inversive difference operators. Combining the notions of skew-differential operators and dif-
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ference operators we consider difference-skew-differential operators. We present matrix repre-
sentations for generalized term orders. Then we introduce the notion of weight relative Gröb-
ner bases in finitely generated modules of difference-skew-differential operators generalizing
the notions of Gröbner bases, relative Gröbner bases and Gröbner bases with respect to several
orderings. We provide a method for their computation. Furthermore we give a characterization
of weight relative Gröbner bases. This naturally gives rise to complexity considerations for the
aforementioned method. A partial result for commutative polynomials has been presented at
ACA 2011 [Dön11]. We go on by generalizing the notion of border bases to finitely generated
modules of difference-skew-differential operators. We establish a connection between border
and Gröbner bases in this setting. Considering multiplication endomorphisms we also derive
some S-polynomial-like criteria for a border prebasis to be a border basis. Algorithms for the
computation of border bases of zero-dimensional modules are included in the appendix.

We also introduce the notion of weighted filtrations of modules over rings of difference-skew-
differential operators and generalize the classical theory of dimension polynomials associated
with excellent filtrations to excellent weighted filtrations. We prove the existence of dimension
quasipolynomials associated with such excellent weighted filtrations. Considering the module
of differentials we can extend this result to differential field extensions. Another extension of our
results regards weighted multifiltrations and multivariate dimension functions. Finally we pro-
vide several examples for dimension (quasi)polynomials of well-known systems of differential
and difference equations from mathematical physics.
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2 CHAPTER 1. INTRODUCTION

1.1 Introduction

1.1.1 Overview

In this thesis we study different kinds of standard bases in finitely generated modules over rings
of difference-skew-differential operators and their application to the computation of difference-
skew-differential dimension polynomials taking into account different weights associated with
the different operators involved.

Taking a look at the standard literature for differential and difference dimension polynomials
– most notably [KLMP99] – there is a distinction between differential, difference, and inversive
difference operators which naturally arises from the different properties of these classes of op-
erators. Working with them however it turns out immediately that differential and difference
operators are not that different at all. A unified theory for differential and difference operators
can be found in the theory of Ore polynomials or skew-polynomials first appearing in [Ore33].
Throughout this thesis we will use the term skew-differential operators.

Inversive difference operators are distinguished from difference operators because in the for-
mer case the terms involved form a group whereas in the later case they form a monoid. Several
approaches have been developed to deal with this issue [PZ96, PU99, ZW06, ZW08a, ZW08b,
LW11]. Unless otherwise noted, throughout this thesis difference operators will always be con-
sidered as a special case of skew-differential operators. Therefore, from now on, whenever we
use the term “difference operator” we mean an inversive difference operator.

1.1.2 Outline

In the beginning of the second chapter we recall the notions of skew-differential, difference, and
difference-skew-differential operators.

In Section 2.2 we recall the notion of and provide a matrix representation for generalized term
orders.

In Section 2.3 we unify the theories of relative Gröbner bases as developed in [ZW08a] and
Gröbner bases with respect to several orderings as developed in [Lev07a, Lev08] and introduce
the notion of weight relative Gröbner bases in finitely generated modules over rings of difference-
skew-differential operators. We state a method for the computation of weight relative Gröbner
bases and prove its correctness. We provide a characterization of weight relative Gröbner bases
which gives rise to considerations leading to the result that in some situations no finite weight
relative Gröbner basis exists. This is illustrated by an extended example regarding relative Gröb-
ner bases of polynomial ideals. It turns out that if one drops the “relative”part then for ev-
ery finitely generated difference-skew-differential module and suitable choice of weights a finite
weight Gröbner basis always exists. In this case the aforementioned method gives rise to an
algorithm for its computation.

In Section 2.4 we extend the notion of border bases from polynomial ideals to finitely gen-
erated modules over rings of difference-skew-differential operators. We show that there ex-
ists an intrinsic connection between border bases and Gröbner bases modules over the ring of
difference-skew-differential operators. Considering multiplication endomorphisms we derive
S-polynomial-like criteria for a border-prebasis to be a border basis. Algorithms for the compu-
tation of border bases for zero-dimensional modules over the ring of difference-skew-differential
operators are provided in Appendix 3.

The third chapter deals with uni- and multivariate dimension quasipolynomials. Section
3.1 is devoted to the existence and computation of uni- and multivariate dimension quasipoly-
nomials where the different skew-differential and difference operators are associated with cer-
tain weights. We introduce the notion of weighted filtrations of modules over filtered rings of
difference-skew-differential operators and apply the theory of weight relative Gröbner bases in
order to prove the existence of uni- and multivariate dimension quasipolynomials associated
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with such modules. The provided proves are constructive and give rise to an algorithm for the
computation of said quasipolynomials. In Section 3.2 the relation between Einstein’s notion of
the “strength” of a system of differential equations governing a physical field and differential di-
mension polynomials is pointed out. We provide several examples of differential and difference
dimension (quasi)polynomials of well known systems from mathematical physics.

Our main original contributions are:

(i) introducing the notion of weight relative Gröbner bases in finitely generated modules of
difference-skew-differential operators and clarifying their relation to Gröbner bases, rela-
tive Gröbner bases, and Gröbner bases with respect to several orderings in the sense of
Levin,

(ii) extending the notion of border bases to finitely generated modules of difference-skew-
differential operators,

(iii) introducing the notion of (excellent) weighted filtrations,

(iv) proving the existence of weighted difference-skew-differential dimension quasipolynomi-
als and establishing the general form of multivariate difference-skew-differential dimen-
sion functions.
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6 CHAPTER 2. STANDARD BASES

2.1 Difference-skew-differential operators

The following definition generalizes the definitions of differential, difference, and difference-
differential operators as provided in [KLMP99].

2.1.1 Definition of difference-skew-differential operators

Throughout this thesis the symbols N, Z, Q, Q+, Q0 and R denote the sets of nonnegative inte-
gers, integers, rational numbers, positive rational numbers, nonnegative rational numbers, and
real numbers, respectively. We assume all rings to have a unit element, every subring of a ring
contains the ring’s unit element. Ring homomorphisms are considered to be unitary, i.e., map-
ping unit element to unit element. By the module over a ring R we always mean a unitary left
R-module.

Definition 2.1.1.

(i) (a) Let R be a ring, and τ an endomorphisms on R. A function δ on R is called τ-derivation or
skew-derivation with respect to τ if and only if for all a, b ∈ R we have

δ(a + b) = δ(a) + δ(b), and

δ(ab) = δ(a)b + τ(a)δ(b).

(b) Let R be a commutative ring (respectively a field),{τ1, . . . , τm} a set of mutually commuting
injective endomorphisms on R, and ∆ = {δ1, . . . , δm} a set of mutually commuting skew-
derivations on R such that for all i = 1, . . . , m the skew-derivation δi is a skew-derivation
with respect to τi. Then R is called a skew-differential ring or ∆-ring (respectively a skew-
differential field or ∆-field) with basic set of skew-derivations ∆.

(c) Let R be a ∆-ring (respectively ∆-field) and S a subring (respectively subfield) of R that is
closed with respect to the action of any operator from ∆. Then S is a ∆-ring (respectively
∆-field) which will be called ∆-subring (respectively ∆-subfield) of R and R is called ∆-
ring!extension (respectively ∆-field extension) of S.

(d) By [∆] we denote the commutative monoid generated by ∆, i.e.,

{δk | k ∈Nm},

where we use multi-index notation, i.e., δk = δk1
1 · · · δ

km
m where k = (k1, . . . , km). Elements of

[∆] are called skew-differential (∆-) terms.

(e) The free R-module generated by [∆] will be denoted by R[∆]. Hence elements of R[∆] are of
the form ∑λ∈[∆] aλλ with aλ ∈ R and only finitely many aλ are not vanishing. R[∆] can be
equipped with a natural ring structure with the commutation rules

i. λµ = µλ for all λ, µ ∈ [∆], and
ii. δir = τi(r)δi + δi(r) for all 1 ≤ i ≤ m, r ∈ R.

The obtained ring is called the ring of skew-differential (∆-) operators over R.

(f) The order of any λ = δk = δk1
1 · · · δ

km
m ∈ [∆] is given by ord λ = k1 + . . . + km and the order

of f = ∑λ∈[∆] aλλ ∈ R[∆] is given by

ord f = max{ord λ | aλ , 0}.

(g) A left module over the ring R[∆] is called an R[∆]-module. If G ⊆ R[∆] then by R[∆]〈G〉 we
denote the R[∆]-module generated by G. If the ring R[∆] is clear from the context we write
〈G〉 instead of R[∆]〈G〉.
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(ii) (a) A commutative ring (respectively a field) R together with a finite set Σ = {σ1, . . . , σn} of
mutually commuting automorphisms of R is called a difference ring or Σ-ring (respectively
difference field or Σ-field) with basic set Σ.

(b) Let R be a Σ-ring (respectively Σ-field) and S a subring (respectively subfield) of R that is
closed with respect to the action of any operator from Σ. Then S is a Σ-ring (respectively Σ-
field) which will be called Σ-subring (respectively Σ-subfield) of R and R is called Σ-ring
extension (respectively Σ-field extension) of S.

(c) By Σ∗ we denote the set {σ1, σ−1
1 , . . . , σn, σ−1

n } and by [Σ∗] we denote the free commutative
group generated by Σ, i.e.,

[Σ∗] = {σl | l ∈ Zn}.

Elements of [Σ∗] are called difference (Σ-) terms.

(d) The free left R-module generated by [Σ∗] we will denote by R[Σ∗]. Hence, elements of R[Σ∗]
are of the form ∑λ∈[Σ∗ ] aλλ with aλ ∈ R for any λ ∈ [Σ∗] and only finitely many aλ are not
vanishing. R[Σ∗] can be equipped with a natural ring structure with the commutation rules

i. λµ = µλ for all λ, µ ∈ [Σ∗],
ii. σir = σi(r)σi for all 1 ≤ i ≤ n, r ∈ R, and

iii. σ−1
i r = σ−1

i (r)σ−1
i for all 1 ≤ i ≤ n, r ∈ R.

The obtained ring is called the ring of difference (Σ-) operators over the ring R.

(e) The order of any λ = σl = σl1
1 · · · σ

lm
m ∈ [∆] is given by ord λ = |l1|+ . . . + |lm| and the

order of 0 , f = ∑λ∈[Σ∗ ] aλλ ∈ R[Σ∗] is given by

ord f = max{ord λ | aλ , 0}.

(f) A left module of the ring R[Σ∗] is called R[Σ∗]-module. If G ⊆ R[Σ∗] then by R[Σ∗ ]〈G〉 we
denote the R[Σ∗]-module generated by G. If the ring R[Σ∗] is clear from the context we write
〈G〉 instead of R[Σ∗ ]〈G〉.

(iii) (a) Let R be a commutative ring (respectively a field), T = {τ1, . . . , τm} a set of mutually com-
muting injective endomorphisms on R, ∆ = {δ1, . . . , δm} a set of skew-derivations such
that for i = 1, . . . , m the skew derivation δi is a skew-derivation with respect to τi, and
Σ = {σ1, . . . , σn} a set of automorphisms on R with λ ◦ µ = µ ◦ λ for any λ, µ ∈ T ∪ ∆ ∪ Σ.
Then R is called a difference-skew-differential ring or ∆-Σ-ring (respectively difference-
skew-differential field or ∆-Σ-field) with basic set of skew-derivations ∆ and basic set of
automorphisms Σ.

(b) Let R be a ∆-Σ-ring (respectively ∆-Σ-field) and S a subring (respectively subfield) of R that is
closed with respect to the action of any operator from ∆∪Σ. Then S is a ∆-Σ-ring (respectively
∆-Σ-field) which will be called ∆-Σ-subring (respectively ∆-Σ-subfield) of R and R is called
∆-Σ-ring extension (respectively ∆-Σ-field extension) of S.

(c) By [∆, Σ∗] we denote the set

{δkσl | k ∈Nm, l ∈ Zn},

where we use multi-index notation. Elements of [∆, Σ∗] are called difference-skew-differen-
tial (∆-Σ-) terms.

(d) The free R-module generated by [∆, Σ∗] we will denote by R[∆, Σ∗]. Hence, elements of
R[∆, Σ∗] are of the form ∑λ∈[∆,Σ∗ ] aλλ with aλ ∈ R and only finitely many aλ are not vanish-
ing. R[∆, Σ∗] can be equipped with a natural ring structure with the commutation rules

i. λµ = µλ for all λ, µ ∈ [∆, Σ∗],
ii. δir = τi(r)δ + δi(r) for all 1 ≤ i ≤ m, r ∈ R,
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iii. σir = σi(r)σi for all 1 ≤ j ≤ n, r ∈ R, and
iv. σ−1

i r = σ−1
i (r)σ−1

i for all 1 ≤ j ≤ n, r ∈ R.

The obtained ring is called the ring of difference-skew-differential (∆-Σ-) operators over
R.

(e) The order of any λ = δkσl = δk1
1 · · · δ

km
m σl1

1 · · · σ
ln
n ∈ [∆, Σ∗] is given by ord λ = k1 + . . . +

km + |l1|+ . . . + |ln| and the order of 0 , f = ∑λ∈[∆,Σ∗ ] aλλ ∈ R[∆, Σ∗] is given by

ord f = max{ord λ | aλ , 0}.

(f) A left module of the ring R[∆, Σ∗] is called R[∆, Σ∗]-module. If G ⊆ R[∆, Σ∗] then by
R[∆,Σ∗ ]〈G〉 we denote the R[∆, Σ∗]-module generated by G. If the ring R[∆, Σ∗] is clear from
the context we write 〈G〉 instead of R[∆,Σ∗ ]〈G〉.

Obviously, (i) and (ii) can be considered as special cases of (iii) in Definition 2.1.1 providing
clarifications for the case that n = 0 or m = 0, respectively. From now on whenever we consider
a difference-skew-differential ring (or field) with basic set of skew-derivations ∆, and basic set of
automorphisms Σ we also allow ∆ = ∅ or Σ = ∅.

For reasons of convenience throughout this thesis we will often use multi-index notation
meaning that if we consider a difference-skew-differential term δuσv then u = (u1, . . . , um) ∈
Nm, v = (v1, . . . , vn) ∈ Zn and δuσv = δu1

1 · · · δ
um
m σv1

1 · · · σ
vn
n .

There are several popular approaches to difference-skew-differential operators. We hope that
the kind reader will find at least one of the two motivations we present satisfactionable.

2.1.2 Difference-skew-differential operators arising from physical applica-
tions

Linear partial differential operators arise naturally in physics, chemistry, biology, and many other
sciences. For example, Gauss’s flux theorem relates the divergence∇ = ∂

∂x +
∂

∂y +
∂
∂z of an electric

field E to the distribution of electric charges ρ and the electric constant ε0 via

∇ · E =
ρ

ε0
.

Differences come into play when one discretizes a (partial) differential equation in order to solve
it. That means, replacing every occurrence of

lim
h→0

f (x + h)− f (x)
h

in a given differential equation by
f (x + h0)− f (x)

h0

for fixed h0 and solving the resulting difference equation.
A second possibility for differences to arise is by considering systems involving time delays.

Then naturally expressions of the form

f (t + 1)− f (t)

have to be treated.
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2.1.3 Ore polynomials

The theory of Ore polynomials originates from the works of Øystein Ore [Ore32a, Ore32b, Ore33]
examining polynomials satisfying a certain commutativity condition. Consider a ring R together
with maps d, s : R→ R such that

(i) s is an injective ring homomorphism, and

(ii) d is a homomorphism of abelian groups satisfying for any r1, r2 ∈ R the equation

d(r1r2) = s(r1)d(r2) + d(r1)r2.

By [∂] we denote the commutative monoid generated by an element ∂, i.e.,

[∂] := {∂k | k ∈N}.

Then the set R[∂] can be equipped with a ring structure by the commutation rule ∂r = s(r)∂+ d(r)
for all r ∈ R.

Definition 2.1.2. The ring R[∂] together with this commutation relation is called ring of Ore polyno-
mials over R with respect to s and d and is denoted by R[∂; s, d].

Example 2.1.3. Choosing s = 1 implies d(r1r2) = r1d(r2) + d(r1)r2, i.e., in this case d is a derivation
on R. Furthermore we have

∂r1 = r1∂ + d(r1).

So R[∂] is the ring of differential operators over R (in this case one can consider ∂ as a symbol for the
operator r 7→ d(r)).

Example 2.1.4. Choosing d = 0 implies ∂r = s(r)∂, i.e., ∂ acts on R as an operator associated with the
endomorphism s. If R is a ring (or a field) of functions over a field K, then s is typically a mapping of the
form f (x) 7→ f (x + h), where f (x) ∈ R, h ∈ K. Therefore the name “difference operator”.

Keeping in mind that d and s correspond to derivations and shifts, respectively, it turns out
that the choices s = 1 and d = 0, respectively, are trivial.

2.1.4 The module of differentials

In this subsection we present the module of differentials as introduced in [KLMP99].

Definition 2.1.5. Let R be a ring, M an R-module, and D : R → M an additive map such that for any
r1, r2 ∈ R we have

D(r1r2) = D(r1)r2 + r1D(r2).

Then D is called a derivation from R to M. The set of all derivations from R to M is denoted by
Der(R, M).

In [Bou70, Chapter V, §9, Proposition 4] the following proposition is provided.

Proposition 2.1.6. Let Ω be a field, E a subfield of Ω, and F a separable algebraic field extension of E
contained in Ω. Then every derivation D of E into Ω can be uniquely extended to a derivation D̄ of F into
Ω.

Let F ⊆ G be fields. The set DerF G is defined by

DerF G := {δ ∈ Der(G, G) | ∀ f∈Fδ( f ) = 0}.



10 CHAPTER 2. STANDARD BASES

Then DerF G is a G-vector space. Let (DerF G)∗ denote its dual space which again is a G-vector
space. For every element g ∈ G let dg ∈ (DerF G)∗ such that for all δ ∈ DerF G we have

(dg)(δ) = δ(g).

Then g 7→ dg is F-linear and

d(g1g2)(δ) = δ(g1g2)

= δ(g1)g2 + g1δ(g2)

= ((dg1)g2 + g1(dg2))(δ).

Hence, g 7→ dg is a derivative.

Definition 2.1.7. The G-vector space generated by {dg | g ∈ G} will be denoted by ΩF(G). It is called
the module of differentials associated with the field extension G ⊇ F.

If B ⊆ G, then the intersection of all subfields of G containing F and B is denoted by F(B) and
is called the field extension of F generated by B. If B is finite then F(B) is called a finitely generated
field extension of F.

In [KLMP99] the following proposition is provided.

Proposition 2.1.8. Let F be a field and G = F(g1, . . . , gk) a finitely generated field extension of F. Then
ΩF(G) is a finite dimensional G-vector space with generators dg1, . . . , dgk.

2.2 Generalized term orders

Let K be a difference-skew-differential field of characteristic 0, {τ1, . . . , τm} a set of mutually
commuting injective endomorphisms on K, {δ1, . . . , δm} a basic set of skew-derivations such that
for i = 1, . . . , m the skew-derivation δi is a skew-derivation with respect to τi, respectively, and
{σ1, . . . , σn} a basic set of automorphisms. Since the set of difference-skew-differential terms
[∆, Σ∗] is isomorphic to Nm × Zn for reasons of convenience throughout this section we will
consider Nm ×Zn instead of [∆, Σ∗].

2.2.1 Orthant decompositions

Zhou and Winkler [ZW06, ZW08a, ZW08b] suggested to decompose the set Nm ×Zn so that
every component of such a decomposition is isomorphic to the m + n-fold nonnegative integers
providing a possibility for a natural extension of admissible orders as used in the theory of Gröb-
ner bases. These so-called generalized term orders were first introduced by Pauer and Zampieri
on sets of monomials in a polynomial ring for modelling problems in system theory [PZ96].

Definition 2.2.1. Let Zn =
⋃p

k=1 Z
(n)
k such that for all 1 ≤ k ≤ p we have

(i) 0 ∈ Z
(n)
k and apart from 0 the set Z

(n)
k contains no two inverse elements,

(ii) Z
(n)
k is isomorphic to Nn as a semigroup, and

(iii) Z
(n)
k generates Zn as a group.

Then {Z(n)
k | 1 ≤ k ≤ p} is called an orthant decomposition of Zn and each of its components

Z
(n)
k is called an orthant of the orthant decomposition {Z(n)

k | 1 ≤ k ≤ p}. Furthermore we call

{Nm×Z
(n)
k | 1 ≤ k ≤ p} an orthant decomposition of Nm×Zn and each of its components Nm×Z(n)

is called an orthant of the orthant decomposition {Nm ×Z
(n)
k | 1 ≤ k ≤ p}.
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Every orthant decomposition of Nm ×Zn induces a decomposition of [∆, Σ∗] which we call
orthant decomposition of [∆, Σ∗].

For the following examples of orthant decompositions see also [ZW06].

Example 2.2.2. The standard example of an orthant decomposition consists of {Z(n)
k | 1 ≤ k ≤ 2n} being

the set of all distinct cartesian products of n sets each of which is either N or −N, i.e., Z
(n)
k is generated

as a semigroup by
{(c1, 0, . . . , 0), (0, c2, 0, . . . , 0), . . . , (0, . . . , 0, cn)},

where for i = 1, . . . , n either ci = 1 or ci = −1. This orthant decomposition of Zn is called the canonical
orthant decomposition.

Example 2.2.3. Let n = 2 and define an orthant decomposition {Z(2)
k | 1 ≤ k ≤ 3} of Z2 by

Z
(2)
1 := {(k1, k2) | k1, k2 ∈N}

Z
(2)
2 := {(k1 − k2,−k2) | k1, k2 ∈N}

Z
(2)
3 := {(−k1, k2 − k1) | k1, k2 ∈N},

i.e., Z
(2)
1 , Z

(2)
2 and Z

(2)
3 are generated by {(1, 0), (0, 1)}, {(1, 0), (−1,−1)} and {(0, 1), (−1,−1)}, re-

spectively.

(1, 0)

(0, 1)

(−1,−1)

Z
(2)
1

Z
(2)
2

Z
(2)
3

Consider an orthant decomposition Ξ = {Z(n)
k | 1 ≤ k ≤ p} of Zn. Since for 1 ≤ k ≤ p the

orthant Z
(n)
k has n generators the set of all generators of the orthant decomposition Ξ is finite, say

{ξ1, . . . , ξr} – there exist 1 ≤ k1, . . . , kn ≤ r such that Z
(n)
k is generated by ξk1 , . . . , ξkn . Then we

say that ξ1, . . . , ξr are the generators of the orthant decomposition Ξ. If Ξ′ = {Nm ×Z
(n)
k | 1 ≤

k ≤ p} is an according orthant decomposition of Nm ×Zn then we still call {ξ1, . . . , ξr} the set of
generators of the orthant decomposition Ξ′ of Nm ×Zn.

2.2.2 Definition of generalized term orders

Definition 2.2.4. Let Ξ be an orthant decomposition of Nm ×Zn, E = {e1, . . . , eq} a finite set and let
≺ be a total order on Nm ×Zn × E such that for all 1 ≤ i, j ≤ q, λ, ηµ ∈Nm ×Zn we have

(i) (0, ei) ≺ (λ, ei) , and
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(ii) (λ, ei) ≺ (η, ej) implies (λ + µ, ei) ≺ (η + µ, ej) if η and µ belong to the same orthant.

Then ≺ is called a generalized term order on Nm ×Zn × E with respect to the orthant decomposition
Ξ. If Σ = ∅ then ≺ is also referred to as admissible order.

If E is a finite set of generators of a free difference-skew-differential module we identify Nm×
Zn × E with [∆, Σ∗]E. Then every generalized term order (respectively admissible order) ≺ on
Nm ×Zn × E induces an order on [∆, Σ∗]E which we call a generalized term order (respectively
admissible order) on [∆, Σ∗]E.

If no confussion is possible we simply say that ≺ is a generalized term order or admissible
order, respectively.

Obviously, if ≺ is a generalized term order with respect to the orthant decomposition Ξ =
{Ξk | 1 ≤ k ≤ p} and there exist 1 ≤ k1, k2 ≤ p with k1 , k2 and Ξk1 ⊆ Ξk2 then ≺ is also a gener-
alized term order with respect to the orthant decompositions {Ξk | 1 ≤ k ≤ p, k , k1}. Therefore
from now on whenever we consider a generalized term order ≺ with respect to the orthant de-
composition Ξ we assume that Ξ does not contain any orthant which is entirely contained in
another orthant of the orthant decomposition Ξ.

For a better understanding of the relation between orthant decompositions and generalized
term orders consider an orthant decomposition Ξ = {Ξk | 1 ≤ k ≤ p} of Zn such that the
intersection of two orthants, say Ξ1 and Ξ2 generates Zn as a group. Let E be finite and ≺
a generalized term order on Nm × Zn × E with respect to {Nm × Ξk | 1 ≤ k ≤ p}, λ1, η1 ∈
Nm × Ξ1, e, e′ ∈ E with (λ1, e) ≺ (η1, e′) and µ ∈ Zm+n such that λ1 + µ = η1. Then for λ2, η2 ∈
Nm × Ξ2 with λ2 + µ = η2 there exist µ1, µ2 ∈ Nm × (Ξ1 ∩ Ξ2) such that λ1 + µ1 = λ2 + µ2 ∈
Nm × (Ξ1 ∩ Ξ2) and η1 + µ1 = η2 + µ2 ∈ Nm × (Ξ1 ∩ Ξ2). Hence, (λ2 + µ2, e) = (λ1 + µ1, e) ≺
(η1 + µ1, e′) = (η2 + µ2, e′) and (λ2, e) ≺ (η2, e′). From these considerations we obtain:

Lemma 2.2.5. Let E be finite and Ξ = {Ξk | 1 ≤ k ≤ p} an orthant decomposition of Zn such that
Ξ1 ∩ Ξ2 generates Zn as a group.

(i) If there exist η ∈ Ξ1, λ ∈ Ξ2 with ηλ = 1 then there cannot exist any generalized term order on
Nm ×Zn × E with respect to {Nm × Ξk | 1 ≤ k ≤ p}, and

(ii) if there exists a generalized term order≺ on Nm×Zn× E with respect to {Nm×Ξk | 1 ≤ k ≤ p}
then it also is a generalized term order with respect to the orthant decomposition {Nm × (Ξ1 ∪
Ξ2), Nm × Ξ3, . . . , Nm × Ξp}.

From now on unless otherwise noted we always assume that if we consider a generalized term
order on Nm ×Zn × E with respect to the orthant decomposition Ξ = {Nm × Ξk | 1 ≤ k ≤ p} of
Nm ×Zn then there exist no 1 ≤ k1, k2 ≤ p with k1 , k2 and Ξk1 ∩ Ξk2 generating Zn as a group.

2.2.3 Characterization of admissible orders

At EUROCAL’85 Robbiano presented a classification of admissible orders over the polynomial
ring [Rob85]. A classification of monomial orders for free modules over polynomial rings was
provided by Rust and Reid [RR97], and independently Horn [Hor98]. Already earlier partial
classifications were obtained by e.g., Carrà-Ferro and Sit [CS94], Caboara and Silvestri [CS99].

First we recall Robbiano’s theorem classifying admissible orders on Nm.

Theorem 2.2.6. Let k ∈ {1, . . . , m}, u1, . . . , uk ∈ Rm and let U ∈ Rk×m be the matrix with rows
u1, . . . , uk. By di we denote the dimension of the Q-vector space spanned by the entries of ui. Suppose
u1, . . . , uk are such that

(i) d1 + . . . + dk = m,

(ii) for i = 1, . . . , k we have ‖ui‖ = 1, and
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(iii) for i = 2, . . . , k the vector ui is an element of the real completion of the rational subspace orthogonal
to the real space spanned by u1, . . . , ui−1.

Then every linear order ≺ on Qm corresponds one-to-one with U by

a ≺ b :⇐⇒ Ua <lex Ub,

where a, b ∈ Qm and <lex denotes the lexicographic order (cf. [Win96, Ex. 8.2.1 a]). The order≺ restricts
to an admissible order on Nm if and only if the topmost non-vanishing entry in every column of U is
positive.

For a = (a1, . . . , ac) with c ≥ d let Prd(a) := (a1, . . . , ad).
For E = {e1, . . . , eq} the classification of admissible orders on Nm × E as provided by Rust

and Reid [RR97] is given in the following theorem.

Theorem 2.2.7. Let k1, . . . , kq ∈ {1, . . . , m}. For s = 1, . . . , q let γs ∈ Rks and Us ∈ Rks×m a
matrix corresponding to an admissible order on Nm as in Theorem 2.2.6. By mij we denote the largest
non-vanishing integer for which Ui and Uj have the first mij rows in common. Let E = {e1, . . . , eq}
and let T = (tij) ∈ Nq×q. Let α be an element of the symmetric group on {1, . . . , q} such that for all
1 ≤ i, j, k ≤ q we have

(i) 0 ≤ tij ≤ mij,

(ii) tii = mii = ni,

(iii) tij = tji,

(iv) tik ≥ min{tij, tjk}, and

(v) whenever tik > max{tij, tjk} and α(i) < α(j) then α(k) < α(j).

Then for a, b ∈Nm, 1 ≤ i, j ≤ q an admissible order ≺ on Nm × E is defined by

(a, ei) ≺ (b, ej) :⇐⇒ (Prtij(Uia + γi), α(i)) <lex (Prtij(Ub + γj), α(j)). (2.1)

Conversely, any admissible order on Nm× E can be represented as in (2.1) by matrices U1, . . . , Uq, vectors
γ1, . . . , γq, a matrix T ∈Nq×q and an element α of the symmetric group on {1, . . . , q}.

2.2.4 Representation of generalized term orders

Consider a generalized term order≺with respect to the orthant decomposition {Nm×Z
(n)
k | 1 ≤

k ≤ p} of Nm ×Zn with generators ξ1 ≺ . . . ≺ ξr. Let k1, . . . , kn ∈ {1, . . . , r} pairwise distinct
such that the orthant Nm ×Z

(n)
k is generated by ξk1 ≺ . . . ≺ ξkn . We assume that for 1 ≤ k, l ≤ p

with k , l there exists skl ∈ {1, . . . , n} such that

(i) for all 1 ≤ i < skl we have ki = li, and

(ii) kskl < lskl .

For b ∈ Zn let
kb := min{k | 1 ≤ k ≤ p, b ∈ Z

(n)
k }.

By the above assumptions on orthant decompositions there exist unique β1, . . . , βr ∈N with

(i) b = ∑r
i=1 βiξi,

(ii) βi ≥ 0 for all i with ξi being a generator of Z
(n)
kb

, and
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(iii) βi = 0 for all i with ξi not being a generator of Z
(n)
kb

.

We define φ : Zn →Nr by
φ(b) := (β1, . . . , βr). (2.2)

Lemma 2.2.8. Let E = {e1, . . . , eq} and≺ a generalized term order on Nm ×Zn × E with respect to the

orthant decomposition Ξ = {Nm ×Z
(n)
k | 1 ≤ k ≤ p} where the orthants and their generators meet the

assumptions given in the definition of φ above. Then there exist

(i) k1, . . . , kq ∈ {1, . . . , m + r} such that for every s = 1, . . . , q there exist γs ∈ Rks and a matrix
Us ∈ Rks×(m+r) corresponding to an admissible order on Nm+r as in Theorem 2.2.6,

(ii) T = (tij) ∈Nq×q, and

(iii) an element α of the symmetric group on {1, . . . , q}

such that for all 1 ≤ i, j, k ≤ q we have

(i) 0 ≤ tij ≤ mij,

(ii) tii = mii = ni,

(iii) tij = tji,

(iv) tik ≥ min{tij, tjk}, and

(v) whenever tik > max{tij, tjk} and α(i) < α(j) then α(k) < α(j).

Then for (a1, b1), (a2, b2) ∈Nm ×Zn, 1 ≤ i, j ≤ q we have

(a1, b1, ei) ≺ (a2, b2, ej)⇐⇒
(Prtij(Ui(a1, φ(b1)) + γi), α(i)) <lex (Prtij(Uj(a2, φ(b2)) + γj), α(j)). (2.3)

Proof. Let ξ1, . . . , ξr be the generators of the orthant decomposition Ξ and for k = 1, . . . , p let
k1, . . . , kn be such that Ξk is generated by ξk1 , . . . , ξkn . Note that φ as defined in (2.2) is injective.
We define ψ : Nr → Zn by

(β1, . . . , βr) 7→
r

∑
i=1

βiξi.

Hence, for i = 1, 2 and β(i) = (β
(i)
1 , . . . , β

(i)
r ) ∈Nr we have

ψ(β(1)) + ψ(β(2)) = ψ(β(1) + β(2)).

Let β(1), β(2) ∈ φ(Zn) with β(1) + β(2) ∈ φ(Zn). Since ψ(β(1)) ∈ Zn there exist 0 < t ∈ N and
j1, . . . , jt ∈ {1, . . . , p} such that

ψ(β(1)) ∈ Z
(n)
j1
∩ . . . ∩Z

(n)
jt

.

If there exists 1 ≤ i ≤ r such that β
(1)
i > 0 and there exists a unique k ∈ {1, . . . , p} with

i ∈ {k1, . . . , kn} then β(1) + β(2), β(2) ∈ φ(Zn) implies β(1) + β(2), β(2) ∈ φ(Z
(n)
k ) and ψ(β(1) +

β(2)), ψ(β(2)) ∈ Z
(n)
k .

If there exists v ∈ {1, . . . , p} and k(1), . . . , k(v) such that for all i ∈ {1, . . . , r} with β
(1)
i > 0 we

have i ∈ {k(1)1 , . . . , k(1)n }∩ . . .∩{k(v)1 , . . . , k(v)n } then there exists k ∈ {k(1), . . . , k(v)} (not necessarily

unique) such that β(1) + β(2), β(2) ∈ φ(Z
(n)
k ).
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So now let a1, a2, a3 ∈ Nm, β(1), β(2), β(3) ∈ φ(Zn), i1, i2 ∈ {1, . . . , q} such that β(1) + β(3), β(2)

+β(3) ∈ φ(Zn) and
(a1, ψ(β(1)), ei1) ≺ (a2, ψ(β(2)), ei2).

Then there exists k ∈ {1, . . . , p} such that ψ(β(3)) ∈ Z
(n)
k and then also ψ(β(2)), ψ(β(2) + β(3)) ∈

Z
(n)
k . Hence, we have

(a1 + a3, ψ(β(1)) + ψ(β(3)), ei1) ≺ (a2 + a3, ψ(β(2)) + ψ(β(3)), ei2).

Since ≺ is a generalized term order on Nm ×Zn × E this yields

(a1 + a3, ψ(β(1) + β(3)), ei1) = (a1 + a3, ψ(β(1)) + ψ(β(3)), ei1)

≺ (a2 + a3, ψ(β(2)) + ψ(β(3)), ei2)

= (a2 + a3, ψ(β(2) + β(3)), ei2).

We define a partial order ≺′ on Nm ×Nr × E by the following rules (for a = (a1, . . . , am) ∈
Nm, b = (b1, . . . , br) ∈Nr we identify (a, b) ∈Nm ×Nr with (a1, . . . , am, b1, . . . , br) ∈Nm+r):

(i) If a1, a2 ∈Nm, β(1), β(2) ∈ φ(Zn), i1, i2 ∈ {1, . . . , q} and

(a1, ψ(β(1)), ei1) ≺ (a2, ψ(β(2)), ei2)

then
(a1, β(1), ei1) ≺

′ (a2, β(2), ei2),

(ii) (a, 0, e) ≺′ (a, b, e) for all a ∈Nm, b ∈Nr, e ∈ E,

(iii) (a, 0, e) ≺′ (a + b, 0, e) for all a, b ∈Nm, e ∈ E.

Then Nm ×Nr × E together with ≺′ is a well-founded set. Hence, there exists a well-ordering
≺′′ on Nm×Nr × E extending≺′ (see [Har05]). Since Nm×Nr × E satisfies the cancellation law
(cf. [KR00, Defg. 1.3.3.] it follows that≺′′ is an admissible order (see [KR00]). Applying Theorem
2.2.7 proves the claim.

Example 2.2.9. Let m = 0, n = 2, E = {e} – and let ζ1 = (0,−1), ζ2 = (0, 1), ζ3 = (−1, 0), ζ4 =

(1, 0). Let {Z(2)
j | j = 1, . . . , 4} be such that

Z
(2)
j is generated by


{ζ1, ζ2} if j = 1,
{ζ1, ζ3} if j = 2,
{ζ2, ζ4} if j = 3,
{ζ3, ζ4} if j = 4.

We identify Z2 × E with Z2 and define the generalized term order ≺ on Z2 by

(a1, a2) ≺ (b1, b2) :⇐⇒
(|a1|+ |a2|, |a1|, a1, a2)

<lex (|b1|+ |b2|, |b1|, b1, b2).

Then φ : Z2 →N4 is given by

φ(a1, a2) =

(
a2 − |a2|

2
,

a2 + |a2|
2

,
a1 − |a1|

2
,

a1 + |a1|
2

)
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and ψ : N4 → Z2 is given by

ψ(α1, . . . , α4) = (α4 − α3, α2 − α1).

Let

U =


1 1 1 1
0 0 1 1
0 0 0 1
0 1 0 0

 .

Then M corresponds to an admissible order ≺′ on N4 by

α ≺′ β :⇐⇒ Mα <lex Mβ,

for α, β ∈N4 and to the generalized term order ≺ by

a ≺ b⇐⇒ Mφ(a) <lex Mφ(b),

for a, b ∈ Z2.

Remark 2.2.10. From Lemma 2.2.8 it follows that the set of generalized term orders on Nm×Zn×E with
respect to any orthant decomposition of Nm ×Zn is countable. Since the set of orthant decompositions is
countable, too, we conclude that the set of generalized term orders on Nm ×Zn × E is countable.

2.3 Generalized Gröbner bases

The notion of Gröbner bases is well-recognized as an effective tool for the algorithmic treatment
of polynomial algebra. It was first introduced by Buchberger in his Ph.D thesis [Buc65] although
not called so at that time. Gröbner bases for difference-differential operators were introduced by
Zhou and Winkler [ZW06, ZW08b]. Levin [Lev07a] considers the problem of computing multi-
variate dimension polynomials associated with modules over rings of Ore polynomials by means
of so-called Gröbner bases with respect to several orderings. Zhou and Winkler consider bivariate
dimension polynomials and introduce the notion of relative Gröbner bases as means of solution
[ZW08a]. Pauer and Unterkircher considered Gröbner bases in Laurent polynomial rings and
their applications to difference operators [PU99].

In this section for the sake of unified notation and to avoid having several definitions of dif-
ferent kinds of standard bases we combine the notions of relative Gröbner bases and Gröbner
bases with respect to several orderings introducing weight relative Gr6̈bner bases and provide
their characterization. We will also provide methods of computation of such bases.

Unless otherwise noted, throughout this section let K be a difference-skew-differential field,
{τ1, . . . , τm} a set of mutually commuting injective endomorphisms on K, ∆ = {δ1, . . . , δm} a basic
set of skew-derivations such that for i = 1, . . . , m the skew-derivation δi is a skew-derivation with
respect to τi, respectively, and {σ1, . . . , σn} a basic set of automorphisms. By E we always denote
the finite set {e1, . . . , eq} of free generators of a free difference-skew-differential module.

2.3.1 Orders with respect to orthant decompositions

Definition 2.3.1. Let ≺ be a generalized term order on [∆, Σ∗]E as in Definition 2.2.4. Then for every
f = ∑λ∈[∆,Σ∗ ]E aλλ, by lt≺( f ) := max≺{λ | aλ , 0}, lc≺( f ) := alt≺( f ), and in≺( f ) := lc≺( f ) lt≺( f )
we denote the leading term, leading coefficient, and initial of f w.r.t. ≺, resp. If no confusion is
possible we write lt, lc, and in instead of lt≺, lc≺, and in≺, resp.

One of the most used characterizations of Gröbner bases is provided in terms of the following
definition [AL94].
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Definition 2.3.2. Let K, [X] and K[X] denote a field of characteristic 0, the commutative semigroup
generated by a finite set X = {x1, . . . , xm}, and the commutative polynomial ring with indeterminates
x1, . . . , xm over K, respectively. A subset G of an ideal I of the ring K[X] is called a Gröbner basis of I
with respect to the admissible order ≺ on [X] iff for every f ∈ I \ {0} there exists g ∈ G such that lt(g)
divides lt( f ).

For the more general case of a difference-skew-differential module this definition is not restric-
tive enough for the reason that in the polynomial ring K[X] for any polynomial f ∈ K[X] \ {0},
term µ ∈ [X] and admissible order ≺ on [X] we have

lt(µ f ) = µ lt( f ).

If K is a difference-skew-differential field with basic set of skew-derivations ∆ and basic set of
automorphisms Σ instead then in general for f ∈ K[∆, Σ∗]E, µ ∈ [∆, Σ∗] and a generalized term
order ≺ on [∆, Σ∗] we have

lt(µ f ) , µ lt( f ).

For f = ∑λ∈[∆,Σ∗ ] aλλ the set {λ | aλ , 0} is called the support of f and is denoted by supp( f ).
For g = ∑µ∈[∆,Σ∗ ],e∈E bµeµe the set {µe | bµe , 0} is called the support of g and is denoted by
supp(g).

Lemma 2.3.3. [ZW08a, Lem. 3.2 and 3.3] Let ≺ be a generalized term order on [∆, Σ∗] with respect to
the orthant decomposition {[∆, Σ∗]k | 1 ≤ k ≤ p}, f = ∑λ∈[∆,Σ∗ ]E aλλ ∈ K[∆, Σ∗]E \ {0}, with only
finitely many aλ ∈ K not vanishing.

(i) For µ ∈ [∆, Σ∗] we have lt(µ f ) = max≺{µaλ | aλ , 0}. In particular lt(µ f ) = µλ for a unique
λ ∈ supp( f ).

(ii) If for some k ∈ {1, . . . , p} we have lt( f ) ∈ [∆, Σ∗]kE then lt(µ f ) = µ lt( f ) ∈ [∆, Σ∗]kE for any
µ ∈ [∆, Σ∗]k.

(iii) For each k ∈ {1, . . . , p} there exists some µ ∈ [∆, Σ∗] and a unique term λk of f such that

lt(µ f ) = µλk ∈ [∆, Σ∗]kE,

i.e., if for some µ1, µ2 ∈ [∆, Σ∗] we have lt(µ1 f ) = µ1λk1 ∈ [∆, Σ∗]kE and lt(µ2 f ) = µ2λk2 ∈
[∆, Σ∗]kE then λk1 = λk2 . The term λk will then be denoted by ltk;≺( f ) or ltk( f ) if no confusion is
possible.

For the very same reason also the definition of S-polynomials becomes more complicated for
a pair of difference-skew-differential operators. We follow the approach outlined in [ZW08a].

Definition 2.3.4. Let f , g ∈ K[∆, Σ∗]E \ {0} and let ≺ be a generalized term order on [∆, Σ∗]E. Let
{[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant decomposition of [∆, Σ∗]. For every orthant [∆, Σ∗]k let V≺(k, f , g)
be a finite system of generators of the K[∆, Σ∗]k-module

K[∆,Σ∗ ]k 〈lt≺(λ f ) ∈ [∆, Σ∗]kE | λ ∈ [∆, Σ∗]〉
∩ K[∆,Σ∗ ]k 〈lt≺(ηg) ∈ [∆, Σ∗]kE | η ∈ [∆, Σ∗]〉.

For every k ∈ {1, . . . , p}, v ∈ V≺(k, f , g) the operator

S≺(k, f , g, v) :=
v

ltk;≺( f )
f

lck;≺( f )
− v

ltk;≺(g)
g

lck;≺(g)

is called an S-polynomial of f and g with respect to k,≺, and v. If no confussion is possible we will write
S(k, f , g, v) instead of S≺(k, f , g, v).
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We generalize the notions of Gröbner bases with respect to several orderings and relative
Gröbner bases as introduced in [Lev07a] and [ZW08a], respectively.

Definition 2.3.5. We consider the vector α = (α1, . . . , αm+n) ∈ Qm+n
0 . Then for a difference-skew-

differential term λ = δk1
1 · · · δ

km
m σl1

1 · · · σ
ln
n ∈ [∆, Σ∗] the α-order ordα of λ is defined by

ordα(λ) := α1k1 + · · ·+ αmkm + αm+1|l1|+ · · ·+ αm+n|ln|,

and for any f = ∑λ∈[∆,Σ∗ ] aλλ ∈ K[∆, Σ∗] \ {0} the α-order of f is defined by

ordα( f ) := max{ordα(λ) | aλ , 0}.

If E is a finite set generating a free difference-skew-differential module then for any f = ∑e∈E fee ∈
K[∆, Σ∗]E \ {0} with fe ∈ K[∆, Σ∗] for all e ∈ E the α-order of f is defined by

ordα( f ) := max{ordα( fe) | fe , 0}.

We refine our notation taking into account also orthant decompositions in the following way.

Definition 2.3.6. Let Ξ be an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr. Let α =
(α1, . . . , αr+m) ∈ Qr+m

0 . We say that α is a weight vector associated with the orthant decomposition Ξ.
Then for a difference-skew-differential term λ = δk1

1 · · · δ
km
m σl1

1 · · · σ
ln
n ∈ [∆, Σ∗] the α-Ξ-order ordα,Ξ of

λ is defined by

ordα,Ξ(λ) := min{α1k1 + · · ·+ αmkm + αm+1l1 + · · ·+ αr+mlr |
δk1

1 · · · δ
km
m ξ l1

1 · · · ξ
lr
r = λ and all ξi with

li , 0 are generators of the same orthant},

and for any f = ∑λ∈[∆,Σ∗ ] aλλ ∈ K[∆, Σ∗] \ {0} the α-Ξ-order of f is defined by

ordα,Ξ( f ) := max{ordα,Ξ(λ) | aλ , 0}.

If E is a finite set generating a free difference-skew-differential module then for any f = ∑e∈E fee ∈
K[∆, Σ∗]E \ {0} with fe ∈ K[∆, Σ∗] for all e ∈ E the α-Ξ-order of f is defined by

ordα,Ξ( f ) := max{ordα,Ξ( fe) | fe , 0}.

Let t ∈ N, T ∈ Q
(m+r)×t
0 a matrix with columns T1, . . . , Tt which we consider as weight

vectors associated with the orthant decomposition Ξ generated by ξ1, . . . , ξr and λ = δuσve ∈
[∆, Σ∗]E. If ≺ is a generalized term order on [∆, Σ∗]E satisfying for some j ∈ {1, . . . , t} and for all
λ, µ ∈ [∆, Σ∗]E the condition

ordTj ,Ξ(λ) < ordTj ,Ξ(µ) =⇒ λ ≺j µ

then we say that ≺ respects Tj. If ≺1, . . . ,≺t are generalized term orders on [∆, Σ∗]E such that
for any j ∈ {1, . . . , t} the order ≺j respects T (j) then we say that ≺1, . . . ,≺t respects T . We call
T a t-weight matrix or simply weight matrix if t is clear from the context. From now on unless
otherwise noted whenever we consider a weight matrix T we mean a t-weight matrix where t
could be possibly vanishing.

2.3.2 Reduction

We introduce a suitable reduction relation generalizing relative reduction as introduced by Zhou
and Winkler [ZW08a] and reduction with respect to several orderings as introduced by Levin
[Lev07a].
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Definition 2.3.7. Let f , g ∈ K[∆, Σ∗]E \ {0},≺ a generalized term order, T ∈ Q
(r+m)×t
0 a weight

matrix, and R a finite set of generalized term orders. If there exists λ ∈ [∆, Σ∗] such that for all j ∈
{1, . . . , t} and ≺′∈ R we have

(i) lt≺(λg) = lt≺( f ),

(ii) lt≺′(λg) �′ lt≺′( f ), and

(iii) ordTj ,Ξ(λg) ≤ ordTj ,Ξ( f ),

then we say that f is ≺-reducible to f − lc≺( f )λ g
lc≺(g) modulo g relative toR respecting T .

Let G ⊆ K[∆, Σ∗]E \ {0}. If there exist f0, . . . , fs−1 ∈ K[∆, Σ∗]E \ {0}, fs ∈ K[∆, Σ∗]E, g0, . . . , gs ∈
G such that for all i = 1, . . . , s the difference-skew-differential operator fi−1 is ≺-reducible to fi modulo
gi−1 relative toR respecting T then we say that f0 is ≺-reducible to fs modulo G relative toR respecting
T .

Algorithm 2.3.6 describes the reduction process for finite G andR:

Algorithm 2.3.6 reduce
IN: f ∈ K[∆, Σ∗]E \ {0}, finite G ⊆ K[∆, Σ∗]E \ {0}, a generalized term order ≺, a weight matrix
T , and a finite set of generalized term ordersR

OUT: h such that f is ≺-reducible to h modulo G relative to R respecting T and h is not ≺-
reducible modulo G relative toR respecting T .
h := f
while there exist g ∈ G, λ ∈ [∆, Σ∗] such that h is ≺-reducible modulo G relative to R respect-
ing T and lt≺(λg) = lt≺(h) do

h := h− lc≺( f )λ g
lc≺(g)

end while
return h;

Theorem 2.3.7. Algorithm 2.3.6 is correct and terminates.

Proof. The correctness of Algorithm 2.3.6 is an immediate consequence of Definition 2.3.7.
For termination we observe that by Lemma 2.2.8 there exists r ∈ N such that the generalized

term order≺ induces an admissible order on Nm+r × E. Now let f = f0, f1, f2, . . . ∈ K[∆, Σ∗]E be
the intermediate reduction results appearing during the execution of algorithm 2.3.6 and denote
the elements in Nm+r × E corresponding to lt≺( f0), lt≺( f1), lt≺( f2), . . . by f̄0, f̄1, f̄2, . . .. Since for
every e ∈ E the ring Nm+r × {e} is noetherian the set { f̄i | i = 0, 1, 2, . . .} ∩Nm+r × {e} contains
a minimal element with respect to ≺ and therefore is finite. Since E is finite we conclude that
f̄0, f̄1, f̄2, . . . and hence also f0, f1, f2, . . . must be finite.

Remark 2.3.8. Let f ∈ K[∆, Σ∗]E \ {0}, G ⊆ K[∆, Σ∗]E \ {0} finite, ≺ a generalized term order,
T ∈ Q

(r+m)×t
0 a weight matrix, R a set of generalized term orders and h ∈ K[∆, Σ∗]E such that f is

≺-reducible modulo G to h relative toR respecting T . From Theorem 2.3.7 it follows that then there exist
g1, . . . , gs ∈ G, h1, . . . , hs ∈ K[∆, Σ∗]E such that for all ≺′∈ R∪ {≺}, j ∈ {1, . . . , t} we have

(i) f = ∑s
i=1 higi + h,

(ii) lt≺′ �′ lt≺′(higi), and

(iii) ordTj ,Ξ(higi) ≤ ordTj ,Ξ( f ).
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2.3.3 Definition of weight relative Gröbner bases

Definition 2.3.7 gives rise to the following definition of weight relative Gröbner bases.

Definition 2.3.9. Let ≺ be a generalized term order, T ∈ Q
(m+r)×t
0 a weight matrix , and R a set of

generalized term orders. Let M ⊆ K[∆, Σ∗] be a difference-skew-differential module and let G ⊆ M \ {0}.
If every f ∈ M \ {0} is ≺-reducible modulo G relative to R respecting T then G is called a ≺-Gröbner
basis of M relative toR respecting T . If no confusion is possible we will say that G is a weight relative
Gröbner basis.

Remark 2.3.10. (i) Definition 2.3.9 includes the definitions of Gröbner bases (t = 0,R = ∅, [ZW06,
Def. 3.5.]), relative Gröbner bases (t = 0, [ZW08a, Def. 3.3.], if G happens to be finite), and
Gröbner bases with respect to several orderingsdecomp (R = ∅, T choosen appropriately, [Lev07a,
Def. 3.3.]). If t = 0 andR = ∅ then we also call G a Gröbner basis with respect to ≺.

(ii) Let T ∈ Q
(m+r)×(t)
0 be a weight matrix with columns T1, . . . , Tt, and T ′ ∈ Q

(m+r)×(t−1)
0 the

weight matrix with columns T1, . . . , Tt−1. Furthermore let≺t be a generalized term order respecting
Tt. If G is a ≺-Gröbner basis relative to R∪ {≺t} respecting T ′ then it is also a ≺-Gröbner basis
relative toR respecting T .

We provide a generalization of [ZW08a, Prop. 3.1.]. The proof is a direct consequence of
Definition 2.3.9.

Proposition 2.3.11. Let≺ be a generalized term order, T ∈ Q
(m+r)×t
0 ,R a set of generalized term orders,

M ⊆ K[∆, Σ∗]E a difference-skew-differential module and G ⊆ M \ {0}. TFAE

(i) G is a weight relative Gröbner basis,

(ii) f ∈ M if and only if f = 0 or f is ≺-reducible to 0 modulo G relative toR respecting T ,

(iii) every f ∈ M \ {0} is ≺-reducible modulo G relative toR respecting T .

Corollary 2.3.12. Let ≺ be a generalized term order, T ∈ Q
(m+r)×t
0 , R a set of generalized term

orders, M ⊆ K[∆, Σ∗]E a difference-skew-differential module, G a weight relative Gröbner basis and
f ∈ K[∆, Σ∗]E. Then there exists a unique h ∈ K[∆, Σ∗]E such that f is ≺-reducible to h modulo G
relative toR respecting T and h is not ≺-reducible modulo G relative toR respecting T .

Definition 2.3.13. The unique element h whose existence is established by Corollary 2.3.12 is called the
normal form of f modulo G.

2.3.4 Computation of weight relative Gröbner bases

The following lemma is a somewhat enhanced version of [AL94, L. 1.7.5.] and [Lev07a, Prop.
3.9.].

Lemma 2.3.14. Let f , g1, . . . , gs ∈ K[∆, Σ∗]E, ≺ a generalized term order with respect to the orthant
decomposition Ξ = {Ξk | 1 ≤ k ≤ p}, T ∈ Q

(r+m)×t
0 a weight matrix, R a set of generalized term

orders, c1, . . . , cs ∈ K, λ1, . . . , λs ∈ [∆, Σ∗] and u ∈ [∆, Σ∗]E such that for all ≺′∈ R, j ∈ {1, . . . , t}
and for some k ∈ {1, . . . , p} we have

(i) f = ∑s
i=1 ciλigi,

(ii) lt≺( f ) ≺ lt≺(λ1g1) = . . . = lt≺(λsgs) = u ∈ [∆, Σ∗]kE,

(iii) lt≺′(λigi) �′ lt≺′( f ), and

(iv) ordTj ,Ξ(λigi) ≤ ordTj ,Ξ( f ).
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Then for 1 ≤ s1, s2 ≤ s there exist vs1,s2 ∈ V≺(k, gs1 , gs2), cs1,s2 ∈ K such that for θs1,s2 := u
vs1,s2

and for

all ≺′∈ R, j ∈ {1, . . . , t} we have

(i) f = ∑s
s1,s2=1 cs1,s2 θs1,s2 S≺(k, gs1 , gs2 , vs1,s2),

(ii) lt≺(θs1,s2 S≺(k, gs1 , gs2 , vs1,s2)) ≺ u,

(iii) lt≺′(θs1,s2 S≺(k, gs1 , gs2 , vs1,s2)) �′ lt≺′( f ), and

(iv) ordTj ,Ξ(θs1,s2 S≺(k, gs1 , gs2 , vs1,s2)) ≤ ordTj ,Ξ( f ).

Proof. W.l.o.g. lck;≺(gi) = 1 for i = 1, . . . , s. Then lt≺( f ) ≺ u and c1, . . . , cs ∈ K imply c1 + · · ·+
cs = 0. By Definition 2.3.4 for vs1,s2 ∈ V≺(k, gs1 , gs2) we have

S(k, gs1 , gs2 , vs1,s2) =
vs1,s2

ltk;≺(gs1)
gs1 −

vs1,s2

ltk;≺(gs2)
gs2 ,

and for i = 2, . . . , s− 1 we have

u
ltk;≺(gi)

gi =
u

vi−1,i

vi−1,i

ltk;≺(gi)
gi =

u
vi,i+1

vi,i+1

ltk;≺(gi)
gi.

Using this and

u
ltk;≺(g1)

g1 =
u

v1,2

v1,2

ltk;≺(g1)
g1,

u
ltk;≺(gs)

gs =
u

vs−1,s

vs−1,s

ltk;≺(gs)
gs

we obtain

f = c1λ1g1 + · · · csλs fs

= c1
u

ltk;≺(g1)
g1 + · · ·+ cs

u
ltk;≺(gs)

gs

= c1θ1,2

(
v1,2

ltk;≺(g1)
g1 −

v1,2

ltk;≺(g2)
g2

)
+(c1 + c2)θ2,3

(
v2,3

ltk;≺(g2)
g2 −

v2,3

ltk;≺(g3)
g3

)
+ · · ·

+(c1 + · · ·+ cs−1)θs−1,s

(
vs−1,s

ltk;≺(gs−1)
gs−1 −

vs−1,s

ltk;≺(gs)
gs

)
+(c1 + · · ·+ cs)

u
ltk;≺(gs)

= c1θ1,2S≺(k, g1, g2, v1,2) + (c1 + c2)θ2,3S≺(k, g2, g3, v2,3) + · · ·
+(c1 + · · ·+ cs−1)θs−1,sS≺(k, gs−1, gs, vs−1,s).

and for all ≺′∈ R, j ∈ {1, . . . , t}, i = 2, . . . , s we have

(i) lt≺(θi−1,iS≺(k, gi−1, gi, vi−1,i)) ≺ u,

(ii) lt≺′(θi−1,iS≺(k, gi−1, gi, vi−1,i)) �′ lt≺′( f ), and

(iii) ordTj ,Ξ(θi−1,iS≺(k, gi−1, gi, vi−1,i)) ≤ ordTj ,Ξ( f ).
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For Gröbner bases there are several equivalent characterizations which play a key role e.g.
in basis transformation algorithms or algorithms for fast computation of Gröbner bases. Since
for weight relative Gröbner bases the computational cost is even higher we would like to have
more useful characterizations for them. The following result extends a well known result (see
e.g. [AL94, Theorem 1.6.2.] for Gröbner bases to weight relative Gröbner bases.

Lemma 2.3.15. Let M E K[∆, Σ∗]E be a difference-skew-differential module and let G ⊆ M \ {0} be
finite. Let ≺ be a generalized term order, T ∈ Q

(r+m)×t
0 a weight matrix and R a set of generalized term

orders. The following are equivalent:

(i) For every f ∈ M \ {0} there exist h1, . . . , hs ∈ K[∆, Σ∗]E, g1, . . . , gs ∈ G such that

(a) f = ∑s
i=1 higi,

(b) for i = 1, . . . , s and every ≺′∈ R∪ {≺} we have

lt≺′(higi) �′ lt≺′( f ),

and

(c) for i = 1, . . . , s and every j ∈ {1, . . . , t} we have

ordTj ,Ξ(higi) ≤ ordTj ,Ξ( f ).

(ii) G is a ≺-Gröbner basis of M relative toR respecting T .

Proof. “(i)=⇒(ii)”: Assume that for every f ∈ M \ {0} there exist h1, . . . , hs ∈ K[∆, Σ∗]E such that
(a), (b), and (c) hold. Then there exists i0 ∈ {1, . . . , s} such that lt≺(hi0 gi0) = lt≺( f ). Hence, there
exists a term λ in hi0 with

lt≺(λgi0) = lt≺( f ).

On the other hand for every ≺′∈ R we have

lt≺′(λgi0) �
′ lt≺′(hi0 gi0) �

′ lt≺′( f )

and for every j = 1, . . . , t we have

ordTj ,Ξ(λgi0) ≤ ordTj ,Ξ(hi0 gi0) ≤ ordTj ,Ξ( f )

and we conclude that f is ≺-reducible modulo gi0 relative to R respecting T . By Proposition
2.3.11 G is a ≺-Gröbner basis of M relative toR respecting T .
“(ii)=⇒(i)”: Assume that G is a ≺-Gröbner basis of M relative to R respecting T . By Lemma
2.3.11 every f ∈ M \ {0} is ≺-reducible to 0 modulo G relative to R respecting T . Then by Defi-
nition 2.3.7 there exist s ∈ N, f1, . . . , fs ∈ K[∆, Σ∗]E with f1 = f and g1, . . . , gs ∈ G, j1, . . . , js′ ∈
{1, . . . , s}, λ1, . . . , λs′ ∈ [∆, Σ∗] such that

(i) 0 = f1 −∑s′
i=1 lc≺( fi)λi

gji
lc≺(gji

)
,

(ii) lt≺′(λigji ) �
′ lt≺′( f1) for all i ∈ {1, . . . , s′},≺′∈ R, and

(iii) ordTj ,Ξ(λigji ) ≤ ordTj ,Ξ( f0) for all i ∈ {1, . . . , s′}, j ∈ {1, . . . , t}.

Collecting coefficients’ belonging to the same element of G it is clear that there exist h1, . . . , hs′ ∈
K[∆, Σ∗] such that (a), (b), and (c) hold.

The following theorem generalizing [Lev07a, Thm. 3.10.] and [ZW08a, Thm. 3.3.] establishes
an S-polynomial criterion giving rise to a method for computing weight relative Gröbner bases.
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Theorem 2.3.16. Let≺,≺0 be generalized term orders, Ξ = {Ξk | 1 ≤ k ≤ p} the orthant decomposition
with respect to which ≺0 is defined, T ∈ Q

(r+m)×t
0 a weight matrix with columns T (1), . . . , T (t),R a set

of generalized term orders, M ⊆ K[∆, Σ∗]E a difference-skew-differential module and G = {g1, . . . , gs} ⊆
M \ {0} a ≺-Gröbner basis of M relative to R respecting T . If for all k = 1, . . . , p, g, g′ ∈ G and for
all v ∈ V≺0(k, g, g′) the S-polynomial S≺0(k, g, g′, v) is ≺0-reducible to 0 modulo G relative toR∪ {≺}
respecting T , then G is a ≺0-Gröbner basis relative toR∪ {≺} respecting T .

So, if we assume that there exist generalized term orders ≺′1, . . . ,≺′s such that R = {≺′1
, . . . ,≺′s} and that there exist generalized term orders ≺1, . . . ,≺t respecting T then a ≺-Gröbner
basis relative to R respecting T can be computed iteratively by first computing a ≺t-Gröbner
basis, then – using Theorem 2.3.16 – a ≺t−1-Gröbner basis respecting T (t), and so on until we
obtain a ≺-Gröbner basis relative toR respecting T .

Proof. Let f ∈ M \ {0} and ≺1, . . . ,≺t respecting T . We have to show that there exist λ ∈
[∆, Σ∗], g ∈ G such that for all j ∈ {1, . . . , t} and ≺′∈ R ∪ {≺} we have

(i) lt≺0(λg) = lt≺0( f ),

(ii) lt≺′(λg) �′ lt≺′( f ), and

(iii) ordTj ,Ξ(λg) ≤ ordTj ,Ξ( f ).

By assumption there exist h1, . . . , hs ∈ K[∆, Σ∗]E such that for all ≺′∈ R∪ {≺}, j ∈ {1, . . . , t} we
have

(i) f = ∑s
i=1 higi + h,

(ii) lt≺′ �′ lt≺′(higi), and

(iii) ordTj ,Ξ(higi) ≤ ordTj ,Ξ( f ).

Let u := max≺0{lt≺0(higi) | i = 1, . . . , s} and let k be such that u ∈ ΞkE. W.l.o.g. we assume
that h1, . . . , hs are choosen such that u is minimal with respect to ≺0. For any i ∈ {1, . . . , s} and
λ ∈ supp(hi) we have

lt≺0(λgi) �0 lt≺0( f ).

If for some i ∈ {1, . . . , s} we have lt≺0( f ) = u = lt≺0(higi) then there exists λ ∈ supp(hi) such
that for all j ∈ {1, . . . , t} and ≺′∈ R ∪ {≺} we have

(i) lt≺0(λgi) = lt≺0( f ),

(ii) lt≺′(λgi) �′ lt≺′( f ), and

(iii) ordTj ,Ξ(λgi) ≤ ordTj ,Ξ( f ).

Hence, f would be ≺0-reducible modulo G relative to R∪ {≺} respecting T . So assume lt≺0( f )
≺0 u and let

B := {i | lt≺0(higi) = u}.
Then for every i ∈ B there exists a unique difference-skew-differential term λi ∈ supp(hi) such
that for every term η ∈ supp(hi) \ {λi} we have

u = lt≺0(λigi) �0 lt≺0(ηgi).

If we denote the coefficient of λi in hi by ci then

f = ∑
i∈B

higi + ∑
i<B

higi

= ∑
i∈B

ciλigi + ∑
i∈B

(hi − ciλi)gi + ∑
i<B

higi,
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and all terms appearing in the last two sums are ≺0 u. For i ∈ B by µi ∈ supp(gi) we denote the
difference-skew-differential term satisfying u = lt≺0(λigi) = λiµi. If we denote the coefficient of
µi in gi by di then we obtain

∑
i∈B

ciλi = ∑
i∈B

ciλidiµi + ∑
i∈B

ciλidi

(
gi
di
− µi

)

=

(
∑
i∈B

cid′i

)
u + ∑

i∈B
cid′iλi

(
gi
di
− µi

)
,

for some d′i ∈ K and all terms appearing in the last sum are ≺0 u. From lt≺0( f ) ≺0 u we obtain
∑i∈B cid′i = 0. By Lemma 2.3.14 for 1 ≤ s1, s2 ≤ s there exist bs1s2 such that we can write

∑
i∈B

cid′iλi
gi
di

= ∑
1≤s1,s2≤s

bs1s2

(
λs1

gs1

ds1

− λs2

gs2

ds2

)
.

Since λs1 µs1 = λs2 µs2 = u ∈ ΞkE we obtain µs1 = ltk;≺0(gs1), µs2 = ltk;≺0(gs2), ds1 = lck;≺0(gs1),
ds2 = lck;≺0(gs2), λs1 = u

ltk;≺0
(gs1 )

, λs2 = u
ltk;≺0

(gs2 )
and λs1

gs1
ds1
− λs2

gs2
ds2

= u
ltk;≺0

(gs1 )

gs1
lck;≺0

(gs1 )
−

u
ltk;≺0

(gs2 )

gs2
lck;≺0

(gs2 )
with

ltk;≺0

(
λs1

gs1

ds1

− λs2

gs2

ds2

)
≺0 u.

Since for all v ∈ V(k, gs1 , gs2) the S-polynomial S(k, gs1 , gs2 , v) is ≺0-reducible to 0 modulo G
relative toR∪ {≺} respecting T and for some v ∈ V(k, gs1 , gs2) we have

λs1

gs1

ds1

− λs2

gs2

ds2

=
u

lcm(ltk;≺0(gs1), ltk;≺0(gs2))
S(k, gs1 , gs2 , v)

by Lemma 2.3.15 we can write

λs1

gs1

ds1

− λs2

gs2

ds2

=
s

∑
i=1

pigi

with

(i) lt≺0(pigi) ≺0 u,

(ii) lt≺′(pigi) �′ max≺′{lt≺′(λs1 gs1), lt≺′(λs2 gs2)} �′ lt≺′( f ) for all ≺′∈ R∪ {≺}, and

(iii) ordTj ,Ξ(pigi) ≤ max≺j{ordTj ,Ξ(λs1 gs1), ordTj ,Ξ(λs2 gs2)} ≤ ordTj ,Ξ( f ) for all j ∈ {1, . . . , t}.

Hence, there exist h′1, . . . , h′s such that

(i) f = ∑s
i=1 h′igi,

(ii) max≺0{lt≺0(h
′
igi) | i = 1, . . . , s} ≺0 u,

(iii) for all ≺′∈ R∪ {≺} we have lt≺′(h′igi) �′ lt≺′( f ), and

(iv) for all j = 1, . . . , t we have ordTj ,Ξ(h
′
igi) ≤ ordTj ,Ξ( f ).

This is a contradiction to our assumption on the minimality of u which proves the claim.

Using Theorem 2.3.16 we obtain a method for computing weight relative Gröbner bases.
The correctness of Method 2.3.17 is an immediate consequence of Theorem 2.3.16. As far as

termination is concerned we will later state an example in which Method 2.3.17 does not termi-
nate.
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Method 2.3.17 basis
IN: finite G ⊆ K[∆, Σ∗]E \ {0}, a generalized term order ≺ with respect to the orthant decompo-

sition Ξ = {Ξk | 1 ≤ k ≤ p}, a weight matrix T ∈ Q
(r+m)×t
0 with columns T1, . . . , Tt where t is

possibly vanishing, and a finite set of generalized term ordersR being possibly empty
OUT: a ≺-Gröbner basis G̃ of the difference-skew-differential module generated by G relative to
R respecting T .
G̃ := G
if t > 0 then

choose a generalized term order ≺t respecting Tt
let T ′ be the weight matrix with columns T1, . . . , Tt−1
G̃ := basis(G̃,≺t, T ′,R)

else ifR , ∅ then
choose ≺′∈ R
G̃ := basis(G̃,≺′, T ,R \ {≺′})

end if
while there exist g, g′ ∈ G̃, k ∈ {1, . . . , p} and v ∈ V≺(k, g, g′) such that we have
reduce(S≺(k, g, g′, v), G̃,≺, T ,R) , 0 do

G̃ := G̃ ∪ {reduce(S≺(k, g, g′, v), G̃,≺, T ,R)}
end while
return G̃

2.3.5 Symmetry

Interestingly enough there also exists some symmetry property for weight relative Gröbner bases.

Lemma 2.3.18. Let ≺ be a generalized term order, T ∈ Q
(m+r)×t
0 , R a set of generalized term orders,

M ⊆ K[∆, Σ∗]E a difference-skew-differential module and G ⊆ M \ {0} a ≺-Gröbner basis of M relative
toR respecting T . Let ≺(1)∈ R andR1 ⊆ R. Then

(i) G is a ≺(1)-Gröbner basis of M relative to {≺} ∪R \ {≺(1)} respecting T , and

(ii) G is a ≺-Gröbner basis of M relative toR1 respecting T .

In particular, G is a Gröbner basis of M with respect to ≺ and every ≺(1)∈ R.

Proof. Assume that G is a ≺-Gröbner basis of M relative to R respecting T and let f ∈ M \
{0}. Then by Proposition 2.3.11 and Definition 2.3.7 there exist s ∈ N, f0, f1, . . . , fs−1 ∈ M \
{0}, fs = 0, g0, . . . , gs−1 ∈ G such that f = f0 and for i = 0, . . . , s − 1 the difference-skew-
differential operator fi is≺-reducible to fi+1 modulo gi relative toR respecting T , i.e., there exist
λ0, . . . , λs−1 ∈ [∆, Σ∗] such that for i = 0, . . . , s− 1,≺′∈ R and j = 1, . . . , t we have

(i) lt≺(λigi) = lt≺( fi),

(ii) lt≺′(λigi) �′ lt≺′( fi), and

(iii) ordTj ,Ξ(λigi) ≤ ordTj ,Ξ( fi).

Hence, there exists i0 ∈ {1, . . . , s− 1} such that for ≺′′∈ R \ {≺(1)} and j = 1, . . . , t we have

(i) lt≺(1)(λi0 gi0) = lt≺(1)( fi0) = lt≺(1)( f0),

(ii) lt≺(λi0 gi0) = lt≺( fi0) � lt≺( f0),

(iii) lt≺′(λi0 gi0) �′ lt≺′( fi0) �′ lt≺′( f0), and

(iv) ordTj ,Ξ(λi0 gi0) ≤ ordTj ,Ξ( fi0) ≤ ordTj ,Ξ( f0).
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So f0 is ≺(1)-reducible modulo G relative to {≺} ∪ R \ {≺(1)} respecting T , i.e., G is a ≺(1)-
Gröbner basis of M relative to {≺} ∪R \ {≺(1)} respecting T so (i) holds. From Definition 2.3.7
it follows that if f ∈ M \ {0} is ≺-reducible modulo G relative to R respecting T then it is also
≺-reducible modulo G relative toR1 ⊆ R respecting T .

2.3.6 Characterization of weight relative Gröbner bases

The following theorem (see e.g. [Win96, Theorem 8.3.4.]) provides a well-known characterization
of Gröbner bases. We are going to develope a similar characterization for weight relative Gröbner
bases.

Theorem 2.3.19. Let K be a field, ≺ an admissible order on [X], I E K[X] an ideal and G ⊆ I finite.
Then G is a Gröbner basis for I if and only if 〈in≺(I)〉 = 〈in≺(G)〉.

Along these lines Levin [Lev07a] provides a characterization for Gröbner bases with respect
to several orderings, i.e., a characterization for weight relative Gröbner bases with R = ∅. We
use a slightly more complicated approach for the general case.

Let ≺ be a generalized term order, T ∈ Q
(r+m)×t
0 a weight matrix, andR = {≺′l | 1 ≤ l ≤ L}

a finite set of generalized term orders.
For l ∈ L by Lemma 2.2.8 there exist a map φ(l), matrices U(l)

1 , . . . , U(l)
q , T(l) = (t(l)ij ), vectors

γ
(l)
1 , . . . , γ

(l)
q and an element α(l) of the symmetric group on {1, . . . , q} such that for (a1, b1, ei),

(a2, b2, ej) ∈Nm ×Zn × E using the notation of Lemma 2.2.8 we have

δa1 σb1 ei ≺′l δa2 σb2 ej ⇐⇒ (Pr
t(l)ij

(U(l)
i (a1, φ(l)(b1)) + γ

(l)
i ), α(l)(i))

<lex (Pr
t(l)ij

(U(l)
j (a2, φ(l)(b2)) + γ

(l)
j ), α(l)(j)).

For every difference differential operator f ∈ K[∆, Σ∗]E let (a f
l )

L
l=1 ∈ (Nm)L, (b f

l )
L
l=1 ∈ (Zn)L,

(j f l)
L
l=1 ∈ {1, . . . , q}L such that for l = 1, . . . , L we have

lt≺′l ( f ) = δa f
l σb f

l ej f l .

Introduce new symbols y1, . . . , yL, z1, . . . , zt. Then for every g ∈ K[∆, Σ∗]E \ {0} let the map τg be
defined by

τg : K[∆, Σ∗]E \ {0} 3 f 7→ (2.4)

lt≺( f ) ·

 L

∏
l=1

y

Pr
t(l)j f l ,jgl

(
U(l)

j f l

(
a f

l ,φ(l)
(

b f
l

))
+γ

(l)
j f l

)
,α(l)(j f l)


l

 · t

∏
j=1

z
ordTj ,Ξ

( f )

j .

If

(i) lt≺( f ) = lt≺(g),

(ii) for every l ∈ {1, . . . , L} we have(
Pr

t(l)j f l ,jgl

(
U(l)

jgl

(
ag

l , φ(l)
(

bg
l

))
+ γ

(l)
jgl

)
, α(l)(jgl)

)

<lex

(
Pr

t(l)j f l ,jgl

(
U(l)

j f l

(
a f

l , φ(l)
(

b f
l

))
+ γ

(l)
j f l

)
, α(l)(j f l)

)
,

and



2.3. GENERALIZED GRÖBNER BASES 27

(iii) ∏t
j=1 z

ordTj ,Ξ
(g)

j divides ∏t
j=1 z

ordTj ,Ξ
( f )

j in the ordinary sense,

then we say that τf (g) divides τg( f ) and write τf (g)|τg( f ).

Lemma 2.3.20. Let f , g ∈ K[∆, Σ∗]E \ {0}, ≺ a generalized term order on [∆, Σ∗]E, T ∈ Q
(r+m)×t
0 a

weight matrix, R = {≺′l | 1 ≤ l ≤ L} a finite set of generalized term orders, and τ as in (2.4). f is
≺-reducible modulo g relative to R respecting T if and only if there exists λ ∈ [∆, Σ∗] such that τf (λg)
divides τλg( f ).

Proof. By Definition 2.3.7 f is≺-reducible modulo g relative toR respecting T if and only if there
exists λ ∈ [∆, Σ∗] such that for all l ∈ {1, . . . , L} and all j ∈ {1, . . . , t} we have

(i) lt≺(λg) = lt≺( f ),

(ii) lt≺′l (λg) �′l lt≺′l ( f ), and

(iii) ordTj ,Ξ(λg) ≤ ordTj ,Ξ( f ).

By Lemma 2.2.8 this is equivalent to τf (λg)|τλg( f ).

By Proposition 2.3.11 we obtain the following

Corollary 2.3.21. Let M ⊆ K[∆, Σ∗]E be a difference-skew-differential module and G ⊆ M \ {0}. TFAE

(i) G is a ≺-Gröbner basis of M relative toR respecting T , and

(ii) for every f ∈ M \ {0} there exist g ∈ G, λ ∈ [∆, Σ∗] with τf (λg)|τλg( f ).

Obviously, the most important part of this characterization is how to deal with the set R =
{≺′l | 1 ≤ l ≤ L} of generalized term orders. The fact that E contains several elements only
complicates the representations of the generalized orders contained in R and the representation
of a generalized term order is very similar to that of an admissible order.

2.3.7 Extended example: characterization of relative Gröbner bases for mod-
ules over rings of differential operators

Let n = 0, E = {1}. Consider R = {≺} and t = 0, i.e., we are characterizing relative Gröbner
bases for differential modules. By Theorem 2.2.6 there exist s≺ ∈ {1, . . . , m} and U≺ ∈ Rs≺×m

such that

α≺ : [∆] → Rs≺

δa 7→ U≺ · a

is an injective homomorphism of monoids. Note that for λ, µ ∈ [∆] we have

α(λµ) = α(λ) + α(µ).

Let

V := {a1U · e1 + · · ·+ amU · em | ∀i∈{1,...,m}ai ∈ Z, ei the i-th unit vector in Nm}.

Let us consider a new symbol z and let

[∆, z]U := {δkzU·k | k ∈Nm}
[∆, z]U := {δkzv | k ∈Nm, v ∈ V, 0 ≤lex v−U · k}.
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For v1, v2 ∈ V define zv1 zv2 = zv1+v2 and zvδk = δkzv. Then [∆, z]U and [∆, z]U can be considered
as multiplicative monoids.

Since E consists of a single element for any f , g ∈ K[∆, Σ∗]E the maps τf and τg coincide.
Therefore we will omit the index and write τ. Define τ : K[∆]→ [∆, z]U by

τ( f ) := lt≺( f )zα(lt≺′ ( f )).

We get the following lemma.

Lemma 2.3.22. Let G = {g1, . . . , gr} ⊆ K[∆] be finite, M := K[∆]〈G〉 and let ≺,≺′ be two admissible
orders on [∆]. TFAE

(i) G is a ≺-Gröbner basis of M relative to ≺′,

(ii) τ(M) ⊆ [∆, z]Uτ(G),

(iii) [∆, z]Uτ(M) = [∆, z]Uτ(G),

(iv) K[∆,z]U
〈τ(M)〉 = K[∆,z]U

〈τ(G)〉.

Proof. ”(i)=⇒(ii)“: Let G be a ≺-Gröbner basis of M relative to ≺′. Then every f ∈ M \ {0} is
≺-reducible relative to ≺′, i.e., there exist λ ∈ [∆], g ∈ G such that

(i) lt≺(λg) = lt≺( f ), and

(ii) lt≺′(λg) �′ lt≺′( f ).

Hence, α(λ) + α(lt≺′(g)) ≤lex α(lt≺′( f )) and we obtain

λzα(lt≺′ ( f ))−α(lt≺′ (g)) ∈ [∆, z]U .

On the other hand

λzα(lt≺′ ( f ))−α(lt≺′ (g))τ(g) = λzα(lt≺′ ( f ))−α(lt≺′ (g)) lt≺(g)zα(lt≺′ (g))

= lt≺( f )zα(lt≺′ ( f ))

= τ( f )

and we conclude τ(M) ⊆ [∆, z]Uτ(G).
”(ii)=⇒(iii)“: From τ(M) ⊆ [∆, z]Uτ(G) we immediately obtain [∆, z]Uτ(M) ⊆ [∆, z]Uτ(G). On
the other hand from M ⊇ G we get [∆, z]Uτ(M) ⊇ [∆, z]Uτ(G) and conclude [∆, z]Uτ(M) =

[∆, z]Uτ(G).
”(iii)=⇒(iv)“: From [∆, z]Uτ(M) = [∆, z]Uτ(G) we obtain

K[∆,z]U
〈τ(M)〉 = K[∆,z]U

〈[∆, z]Uτ(M)〉

= K[∆,z]U
〈[∆, z]Uτ(G)〉

= K[∆,z]U
〈τ(G)〉.

”(iv)=⇒(i)“: Suppose K[∆,z]U
〈τ(M)〉 = K[∆,z]U

〈τ(G)〉 and let f ∈ M \ {0}. Then τ( f ) ∈ τ(M)

and there exists h1, . . . , hr ∈ K[∆, z]U such that

τ( f ) =
r

∑
i=1

hiτ(gi).
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In fact, since τ( f ) and all the τ(g) are monomials there exists a particular g ∈ G such that τ( f ) =
hgτ(g) for some monomial hg ∈ [∆, z]U . Then hg = λzv for some λ = δkzU·k ∈ [∆, z]U and
0 ≤lex v ∈ V. Hence, lt≺( f ) = δk lt≺(g) and

zα(lt≺′ ( f )) = zvzU·kzα(lt≺′ (g))

= zvzα(δk)+α(lt≺′ (g))

= zvzα(lt≺′ (δ
k g)),

i.e., α(lt≺′(δkg)) ≤lex α(lt≺′( f )) which implies lt≺′(δkg) �′ lt≺′( f ). We conclude that f is ≺-
reducible modulo G relative to ≺′ which is equivalent to G being a ≺-Gröbner basis relative to
≺′.

Since K[∆, z]U is not necessarily Noetherian it is by no means obvious that for every module
M ⊆ K[∆] there exists a finite basis of K[∆,z]U

〈τ(M)〉.
Consider the particular case m = 3, i.e., ∆ = {δ1, δ2, δ3} and let ≺= lex(δ3 > δ1 > δ2) and

≺′= grevlex(δ3, δ2, δ1) on [∆], i.e., they are given by

δa1
1 δa2

2 δa3
3 ≺ δb1

1 δb2
2 δb3

3 :⇐⇒ (a3, a1, a2) <lex (b3, b1, b2),

and

δa1
1 δa2

2 δa3
3 ≺

′ δb1
1 δb2

2 δb3
3 :⇐⇒

(a1 + a2 + a3,−a1,−a2) <lex (b1 + b2 + b3,−b1,−b2).

The leading terms with respect to ≺ and ≺′ will be underlined and dotted underlined, respec-
tively. For i ∈N let

Gi = { f0 := δ3
1δ2

2. . . . + δ4
1δ2, f1 := δ3

2δ2
3. . . . + δ1δ2

2δ2
3}

∪{gj := δ
3+4j
1 δ2δ3. . . . . . . . . .

+ δ
2+4j
2 δ2

3 | j = 0, . . . , i}.

It can be easily verified (e.g. using Maple ) that G0 is a Gröbner basis of M := 〈 f0, g0〉with respect
to ≺′. We use the method provided by [ZW08a] (which is a special case of Method 2.3.17, p.25)
for computing a ≺-Gröbner basis of M relative to ≺′. For every i ∈N the S-polynomial of f0 and
gi with respect to ≺ is given by

S≺( f0, gi) = δ1+4i
2 δ2

3 f0 − δ4
1 gi = δ3

1δ3+4i
2 δ2

3 − δ7+4i
1 δ2δ3. . . . . . . . . .

.

Then for every 0 ≤ j ≤ i we have

(i) lt≺(δ3
1δ

1+4(i−j)
2 gj) = lt≺(δ

6+4j
1 δ

2+4(i−j)
2 δ3. . . . . . . . . . . . . . . . .

+ δ3
1δ3+4i

2 δ2
3) = lt≺(S≺( f0, gi)) and

(ii) lt≺′(S≺( f0, gi)) = δ7+4i
1 δ2δ3 ≺′ δ

6+4j
1 δ

2+4(i−j)
2 δ3 = lt≺′(δ3

1δ
1+4(i−j)
2 gj).

Hence, S≺( f0, gi) is not ≺-reducible modulo {g0, . . . , gi} relative to ≺′. Furthermore it is not
≺-reducible modulo f0. Nevertheless we have

(i) lt≺(δ2
1δ1+4i

2 f1) = lt≺(δ2
1δ4+4i

2 δ2
3. . . . . . . . . .
+ δ3

1δ3+4i
2 δ2

3) = lt≺(S≺( f0, gi)) and

(ii) lt≺′(δ2
1δ1+4i

2 f1) = δ2
1δ4+4i

2 δ2
3 ≺′ δ7+4i

1 δ2δ3 = lt≺′(S≺( f0, gi)).
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Hence, S≺( f0, gi)) is ≺-reducible modulo f1 relative to ≺′ to

S( f0, gi)− δ2
1δ1+4i

2 f1 = −δ7+4i
1 δ2δ3. . . . . . . . . .

− δ2
1δ4+4i

2 δ2
3 =: h1.

It is immediate that h1 is not ≺-reducible modulo f0. Furthermore for every 0 ≤ j ≤ i we have

(i) lt≺(δ2
1δ

2+4(i−j)
2 gj) = δ2

1δ4+4i
2 δ2

3 = lt≺(h1) and

(ii) lt≺′(h1) = δ7+4i
1 δ2δ3 ≺′ δ

5+4j
1 δ

3+4(i−j)
2 δ3 = lt≺′(δ2

1δ
2+4(i−j)
2 gj).

So h1 is not ≺-reducible modulo {g0, . . . , gi} relative to ≺′. Nevertheless we have

(i) lt≺(δ1δ2+4i
2 f1) = lt≺(δ1δ5+4i

2 δ2
3. . . . . . . . . .
+ δ2

1δ4+4i
2 δ2

3) = lt≺(h1) and

(ii) lt≺′(δ1δ2+4i
2 f1) = δ1δ5+4i

2 δ2
3 ≺′ δ7+4i

1 δ2δ3 = lt≺′(h1).

Hence, h1 is ≺-reducible modulo f1 relative to ≺′ to

h1 + δ1δ2+4i
2 f1 = −δ7+4i

1 δ2δ3. . . . . . . . . .
+ δ1δ5+4i

2 δ2
3 =: h2.

It is immediate that h2 is not ≺-reducible modulo f0. Furthermore for every 0 ≤ j ≤ i we have

(i) lt≺(δ1δ
3+4(i−j)
2 gj) = δ1δ5+4i

2 δ2
3 = lt≺(h2) and

(ii) lt≺′(h2) = δ7+4i
1 δ2δ3 ≺′ δ

4+4j
1 δ

4+4(i−j)
2 δ3 = lt≺′(δ1δ

3+4(i−j)
2 gj).

So h2 is not ≺-reducible modulo {g0, . . . , gi} relative to ≺′. Nevertheless we have

(i) lt≺(δ3+4i
2 f1) = lt≺(δ6+4i

2 δ2
3. . . . . . .
+ δ1δ5+4i

2 δ2
3) = lt≺(h2) and

(ii) lt≺′(δ
3+4i
2 f1) = δ6+4i

2 δ2
3 ≺′ δ7+4i

1 δ2δ3 = lt≺′(h2).

Hence, h2 is ≺-reducible modulo f1 relative to ≺′ to

h2 − δ3+4i
2 f1 = −δ7+4i

1 δ2δ3. . . . . . . . . .
− δ6+4i

2 δ2
3 = −gi+1.

It is immediate that gi+1 is not ≺-reducible modulo { f0, f1}. Furthermore for every 0 ≤ j ≤ i we
have

(i) lt≺(δ
4+4(i−j)
2 gj) = δ6+4i

2 δ2
3 = lt≺(gi+1) and

(ii) lt≺′(gi+1) = δ7+4i
1 δ2δ3 ≺′ δ

3+4j
1 δ

5+4(i−j)
2 δ3 = lt≺′(δ

4+4(i−j)
2 gj).

So gi+1 is not ≺-reducible modulo {g0, . . . , gi} relative to ≺′.
Hence, the method provided by [ZW08a] will not terminate on this example. Nevertheless

it could still be the case that there exists a ≺-Gröbner basis of M relative to ≺′ but the provided
method cannot compute it.

Now suppose there exists an element h ∈ M \ {0} such that infinitely many gi are≺-reducible
modulo h relative to ≺′. Then lt≺(h) = δa1

2 δa2
3 and lt≺′(h) = δb1

1 δb2
2 δb3

3 , i.e., a1 + a2
0
1

 ≤lex

 b1 + b2 + b3
−b1
−b2

 and

 b3
b1
b2

 ≤lex

 a2
0
a1

 .

Since infinitly many gi are ≺-reducible modulo h relative to ≺′ we also have b1 + b2 + 2 + 4i− a1 + b3 + 2− a2
−b1

−b2 − 2− 4i + a1

 ≤lex

 5 + 4i
−3− 4i
−1


for infinitly many i ∈N. We have to distinguish several cases:
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a1 + a2 < b1 + b2 + b3: Then 4 + 4i < b1 + b2 + b3 − a1 − a2 + 4 + 4i ≤ 5 + 4i, i.e., b1 + b2 + b3 −
a1 − a2 = 1. Then we have −b1 ≤ −3− 4i, i.e., b1 ≥ 3 + 4i. This can obviously not happen
for infinitely many i ∈N.

a1 + a2 = b1 + b2 + b3: We distinguish further

0 < −b1: Then b1 < 0 which is not possible.

0 = −b1: Then −1 ≤ −b2, i.e., b2 ≤ 1.

b2 = 0: Then b3 = a1 + a2 and b3 ≤ a2.
b3 < a2: Then a1 < 0 which is not possible.
b3 = a2: Then a1 = 0, i.e., h = cδa2

3 + lower terms with respect to ≺ and ≺′ for
some c ∈ K \ {0}. Since G0 is a ≺′-Gröbner basis of M we see that h is not
≺′-reducible, i.e., h < M.

b2 = 1: Then b3 = a1 + a2 − 1 and b3 ≤ a2.
b3 < a2: Then b3 = a2− 1 and a1 = 0, i.e., h = c1δb3+1

3 +c2δ2δb3
3 + lower terms with

respect to ≺ and ≺′ for some c1, c2 ∈ K \ {0}. Again since G0 is a ≺′-Gröbner
basis of M we see that h is not ≺′-reducible, i.e., h < M.

b3 = a2: Then 1 = b2 ≤ a1 = 1, i.e., h = cδ2δb3
3 + lower terms with respect to ≺

and ≺′ for some c ∈ K \ {0}. Again since G0 is a ≺′-Gröbner basis of M we
see that h is not ≺′-reducible, i.e., h < M

We conclude that there cannot exist any ≺-Gröbner basis of I relative to ≺′.

2.3.8 Change of orders

Although Example 2.3.7 reveals a mayor drawback of the concept of weight relative Gröbner
bases we will still stick to this general setting.

It is quite obvious that the computation of a weight relative Gröbner basis is very laborious.
Therefore we provide the following result providing sufficient conditions for a change of orders.
It is similar to the corresponding result in the theory of Gröbner walks [CKM97].

Lemma 2.3.23. Let ≺1,≺2 be generalized term orders, T ∈ Q
(r+m)×t
0 a weight matrix, R a set of

generalized term orders, M ⊆ K[∆, Σ∗]E a difference-skew-differential module and G ⊆ M \ {0} a ≺1-
Gröbner basis of M relative toR respecting T such that for all g ∈ G, λ ∈ [∆, Σ∗] we have

lt≺1(λg) = lt≺2(λg).

Then G is a ≺2-Gröbner basis of M relative toR respecting T .

Proof. Let f0 ∈ M \ {0}. Then f0 is ≺1-reducible modulo G relative to R respecting T . Hence,
there exist λ0, . . . , λs ∈ [∆, Σ∗], g0, . . . , gs ∈ G, f1, . . . , fs ∈ K[∆, Σ∗] such that for all i ∈ {0, . . . , s−
1},≺′∈ R, j ∈ {1, . . . , t} we have

(i) lt≺1(λigi) = lt≺1( fi),

(ii) lt≺′(λigi) �′ lt≺′( fi),

(iii) ordTj ,Ξ(λigi) ≤ ordTj ,Ξ( fi), and

(iv) fi−1 is ≺1-reducible to fi modulo G relative toR respecting T .

We have to distinguish the following two cases:

lt≺1( f0) = lt≺2( f0): Because of lt≺1(λ0g0) = lt≺2(λ0g0) we get that f0 is ≺2-reducible modulo G
relative toR respecting T . Hence, G is a ≺2-Gröbner basis of M relative toR respecting T .
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lt≺1( f0) ≺2 lt≺2( f0): We obtain f1 by removing lt≺1( f0) from f0 and replacing it with a linear
combination of finitely many strictly smaller terms than lt≺1( f0) with respect to ≺1 and ≺2
which are not bigger than lt≺′( f0) for any ≺′∈ R and which do not have a higher order
than f0 with respect to Tj for any j ∈ {1, . . . , t}. Since G is a ≺1-Gröbner basis of M relative
to R respecting T and f0 ∈ M after finitely many reduction steps – say s′ – we obtain fs′

such that lt≺1( fs′) = lt≺2( fs′) and there exist λs′ ∈ [∆, Σ∗], gs′ ∈ G such that for all ≺′∈ R
and j ∈ {1, . . . , t} we have

(i) lt≺2(λs′gs′) = lt≺1(λs′gs′) = lt≺1( fs′) = lt≺2( fs′),

(ii) lt≺′(λs′gs′) �′ lt≺′( fs′) �′ lt≺′( f0), and

(iii) ordTj ,Ξ(λs′gs′) ≤ ordTj ,Ξ( fs′) ≤ ordTj ,Ξ( f0).

Hence, f0 is≺2-reducible modulo G relative toR respecting T , i.e., G is a≺2-Gröbner basis
of M relative toR respecting T .

Using Lemma 2.3.18 we obtain the following

Corollary 2.3.24. Let ≺1,≺2 be generalized term orders, R,R1,R2 sets of generalized term orders,
T ∈ Q

(r+m)×t
0 a weight matrix, M ⊆ K[∆, Σ∗]E a difference-skew-differential module and G ⊆ M \ {0}

a ≺1-Gröbner basis of M relative to R∪R1 respecting T such that for all ≺′1∈ R1 ∪ {≺1},≺′2∈ R2 ∪
{≺2}, g ∈ G, λ ∈ [∆, Σ∗] we have

lt≺′1(λg) = lt≺′2(λg).

Then G is a ≺2-Gröbner basis of M relative toR∪R2 respecting T2.

2.4 Border bases for difference-skew-differential operators re-
specting orthant decompositions

In numerical polynomial algebra border bases have the advantage that they are numerically more
stable than Gröbner bases (see [Ste04]). Due to their nature they are mostly used for solving zero-
dimensional polynomial systems of equations (see [AS88, Möl93, Mou99]). In this chapter we
extend the notion of border bases to difference-skew-differential modules and give some results
which resemble the well known ones by Kehrein, Kreuzer and Robbiano [KK05],[KKR05],[KK06].
Most of the proofs carry over and we only have to take care of some technical details.

We use the notion of orthant decompositions to define border bases for difference-skew-dif-
ferential modules and establish a connection to Gröbner bases for difference-skew-differential op-
erators resembling the well-known result for polynomial ideals (see [KKR05, Proposition 4.4.9.]).

We give the definition of a difference-skew-differential order module with respect to an or-
thant decomposition. Based on this we define the index of a difference-skew-differential term
with respect to a difference-skew-differential order module and prove some of its fundamental
properties. We introduce the notion of difference-skew-differential border prebases and of re-
duction of difference-skew-differential operators with respect to a given border prebasis. The
goal of making reduction canonical leads naturally to the concept of difference-skew-differential
border bases. We establish a connection between difference-skew-differential border bases and
difference-skew-differential Gröbner bases with respect to the same orthant decomposition. A
normal form function for difference-skew-differential operators is introduced and its relation
to difference-skew-differential border bases is demonstrated. Furthermore we consider rela-
tions between multiplication endomorphisms and difference-skew-differential border bases. For
polynomial ideals this leads to characterizing border bases by the property that for all pairs of
neighboring border basis elements the corresponding S-polynomial is reducible to 0 [KK06]. For
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difference-skew-differential border bases it turns out that also certain multiples of border ba-
sis elements have to be reducible to 0. For these basis elements we introduce the notion of i-
individuals.

Unless otherwise noted, throughout this section let K be a difference-skew-differential field
with {τ1, . . . , τm} a set of mutually commuting endomorphisms on K, ∆ = {δ1, . . . , δm} a basic set
of skew-derivations such that for i = 1, . . . , m the skew-derivation δi is a skew-derivation with
respect to τi, respectively, and {σ1, . . . , σn} a basic set of automorphisms. By E we always denote
the finite set {e1, . . . , eq} of free generators of a free difference-skew-differential module.

2.4.1 Order and index

Definition 2.4.1. Let Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant decomposition with generators
ξ1, . . . , ξr. For λ ∈ [∆, Σ∗] we define the order of µ with respect to Ξ (or the Ξ-order of µ) by

ordΞ(µ) := min{α1 + . . . + αm + β1 + . . . + βr |
α1, . . . , αm, β1, . . . , βr ∈N,

δα1
1 · · · δ

αm
m ξ

β1
1 · · · ξ

βr
r = µ},

and extend this definition to [∆, Σ∗]E by ordΞ(µe) := ordΞ(µ) for any e ∈ E. For p = p1λ1 + . . . +
psλs ∈ K[∆, Σ∗]E with p1, . . . , ps ∈ K \ {0} and λ1, . . . , λs ∈ [∆, Σ∗]E mutually distinct let the order
of p with respect to Ξ be given by

ordΞ(p) := max
1≤i≤s

{ordΞ(λi)}.

If no confusion is possible we write ord instead of ordΞ.

Similar to [KKR05, Def. 4.3.1] for polynomial ideals we introduce the notion of a difference-
skew-differential order module.

Definition 2.4.2. Let Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant decomposition of [∆, Σ∗]. A set
∅ , O ⊆ [∆, Σ∗]E is called difference-skew-differential order module with respect to Ξ (or Ξ-
difference-skew-differential order module) if and only if for any λ ∈ O, 1 ≤ k ≤ p and e ∈ E such
that λ ∈ [∆, Σ∗]ke and for all η, µ ∈ [∆, Σ]k such that ηµe = λ we have ηe, µe ∈ O.

Consider an orthant decomposition Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} with generators ξ1, . . . , ξr.
For any nonempty set V ⊆ [∆, Σ∗]E and any difference-skew-differential term λ ∈ [∆, Σ∗] let
λV := {λv | v ∈ V}, and

E(V) := V ∪ {µe′ | e′ ∈ E, ordΞ(µ) = min
ν∈V
{ordΞ(ν)},

and there exists e ∈ E with µe ∈ V}.

Let V[0] := V and define for any d > 0 recursively

V[d] := E(V[d−1]) ∪ δ1V[d−1] ∪ . . . ∪ δmV[d−1] ∪ ξ1V[d−1] ∪ . . . ∪ ξrV[d−1].

For p = p1λ1 + . . . + psλs ∈ K[∆, Σ∗]E with p1, . . . , ps ∈ K \ {0} and λ1, . . . , λs ∈
⋃

d≥0 V[d]

mutually distinct let the index of p with respect to V be given by (compare [KKR05, Def. 4.3.5])

indV(p) := max
1≤i≤s

min{d | λi ∈ V[d]}.

Note that if V is a difference-skew-differential order module then indV is defined for all p ∈
K[∆, Σ∗]E. If no confusion is possible we write ind instead of indV .
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Example 2.4.3. Let m = 0, n = 2, E = {1} and Ξ the orthant decomposition of Example 2.2.3 having
the generators ξ1 = σ1, ξ2 = σ2 and ξ3 = σ−1

1 σ−1
2 . Let V := {σ−2

1 σ−2
2 , σ1}, p := 1 + 3σ−1

1 σ−1
2 and

λ := σ−1
1 . Then ordΞ(λ) = ordΞ(ξ2ξ3) = 2.

σ1

σ2

σ−1
1 σ−1

2

σ−2
1 σ−2

2

σ1
?

λ = σ−1
1

p

1

σ−1
1 σ−1

2

Furthermore we have V[1] = V ∪ {σ2
1 , σ1σ2, σ−1

2 , σ−1
1 σ−2

2 , σ−2
1 σ−1

2 , σ−3
1 σ−3

2 } and V[2] = V[1] ∪ {σ3
1 ,

σ2
1 σ2, σ1σ−1

2 , σ1σ2
2 , 1, σ1σ−1

2 , σ−1
1 σ−1

2 , σ−2
1 σ−3

2 , σ−2
1 , σ−3

1 σ−2
2 , σ−4

1 σ−4
2 }. Hence, indV(p) = 2.

If V ⊆ K[∆, Σ∗]E then by (V) we denote the K-vector space spanned by the elements of V and
by 〈V〉 we denote the

2.4.2 Border and border closure

Then we can define border and border closure of difference-skew-differential order modules sim-
ilar to [KKR05, Def. 4.3.2].

Definition 2.4.4. Let Ξ be an orthant decomposition,O a Ξ-difference-skew-differential order module and
k ≥ 2. Then ∂O := O[1] \ O is called the Ξ-border of O. By convention ∂0O := O. The set

∂kO := O[k] \ O[k−1]

is called the k-th Ξ-border of O and O[k] is called the k-th Ξ-border closure of O.

Kehrein, Kreuzer and Robbiano [KKR05, Prop. 4.3.4] proved some properties of order ideals,
their borders and border closures for polynomial rings. We provide according results for the ring
of difference-skew-differential operators.

Lemma 2.4.5. Let Ξ be an orthant decomposition, O ⊆ [∆, Σ∗]E a Ξ-difference-skew-differential order
module and 1 ≤ k ∈N. Then

(i) We have a disjoint union O[k] =
⋃k

i=0 ∂iO,

(ii) ∂k+1O = {λ · o | λ ∈ [∆, Σ∗], ordΞ(λ) = k, o ∈ O[1]} \ {λ · o | λ ∈ [∆, Σ∗], ordΞ(λ) < k, o ∈
O[1]},

(iii) we have a disjoint union [∆, Σ∗]E =
⋃

i∈N ∂iO,

(iv) for every λ ∈ ∂kO with k ≥ 1 there exist λ′ ∈ O[1], λ′′ ∈ [∆, Σ∗] with ordΞ(λ
′′) = k− 1 such

that λ = λ′λ′′.
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Proof. (i) By definition we have

O[1] = E(O) ∪ {λ · o | λ ∈ [∆, Σ∗], ordΞ(λ) = 1, o ∈ O}.

By induction we obtain

O[k+1] = O[k] ∪ {λ · o | λ ∈ [∆, Σ∗], ordΞ(λ) = 1, o ∈ O[k]}
= O[k] ∪ {λ · o | λ ∈ [∆, Σ∗], ordΞ(λ) = k, o ∈ O[1]}.

(ii) Follows immediately from Definition 2.4.4 of ∂k+1O.

(iii) The inclusion [∆, Σ∗]E ⊇ ⋃i∈N ∂iO is clear. The opposite inclusion follows from Definition
2.4.4 of ∂O and the fact that for every λ ∈ [∆, Σ∗] there exist α1, . . . , αm, β1, . . . , βr ∈N with
λ = δα1

1 · · · δ
αm
m ξ

β1
1 · · · ξ

βr
r . Hence, every λ ∈ [∆, Σ∗]E is an element of ∂iλO for some iλ ∈N.

By (i) and Definition 2.4.4 the union is disjoint.

(iv) Follows from the second claim.

With this lemma at hand we can prove the following properties for the index (see also [KKR05,
Prop. 4.3.6]).

Lemma 2.4.6. Let Ξ be an orthant decomposition and O ⊆ [∆, Σ∗]E a Ξ-difference-skew-differential
order module.

(i) For λ ∈ [∆, Σ∗]E \ O we have

indO(λ) = min{i | λ = λ′λ′′, ordΞ(λ
′) = i− 1, λ′ ∈ [∆, Σ∗], λ′′ ∈ O[1]},

(ii) λ ∈ [∆, Σ∗], µ ∈ [∆, Σ∗]E =⇒ indO(λµ) ≤ ordΞ(λ) + indO(µ),

(iii) For f , g ∈ K[∆, Σ∗]E \ {0} with f + g , 0 we have

indO( f + g) ≤ max{indO( f ), indO(g)},

(iv) For f ∈ K[∆, Σ∗] \ {0}, g ∈ K[∆, Σ∗]E \ {0} we have

indO( f g) ≤ ordΞ( f ) + indO(g).

Proof. (i) The case indO(λ) = 0 is clear. For indO(λ) ≥ 1 the claim follows from Lemma
2.4.5(iv) and the definition of the index.

(ii) Follows from (i).

(iii) Follows from supp( f + g) ⊆ supp( f ) ∪ supp(g).

(iv) It is clear that supp( f g) ⊆ {λµ | λ ∈ supp( f ), µ ∈ supp(g)}. Applying (ii) proves the
claim.



36 CHAPTER 2. STANDARD BASES

2.4.3 Border prebases and border division

For the definition of a border prebasis in polynomial rings we refer to [KKR05, Def. 4.3.8].
Observe that [∆, Σ∗]E is countable. Hence, for any orthant decomposition Ξ any Ξ-difference-

skew-differential order module and its Ξ-border are countable.

Definition 2.4.7. Let Ξ be an orthant decomposition, I, J ⊆ N index sets and O = {ti | i ∈ I} a
Ξ-difference-skew-differential order module with border ∂O = {bj | j ∈ J}. Let G = {gj | j ∈ J} ⊆
K[∆, Σ∗]E be such that for each j ∈ J we have

gj = bj −∑
i∈I

αijti,

with only finitely many αi ∈ K not vanishing. Then G is called O-border prebasis with respect to Ξ
(or O-border prebasis or difference-skew-differential border prebasis if no confusion is possible).

From now on unless otherwise stated we assume that for any orthant decomposition Ξ and
any Ξ-difference-skew-differential order moduleO we have index sets I, J ⊆N such that we can
write O = {ti | i ∈ I} and ∂O = {bj | j ∈ J}.

Given an orthant decomposition Ξ, a Ξ-difference-skew-differential order module O, an O-
border prebasis and a difference-skew-differential operator f ∈ K[∆, Σ∗]E consider the following
algorithm 2.4.18 (see also [KKR05, Prop. 4.3.10]):

Algorithm 2.4.18 Border division algorithm
IN: Ξ an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential order module,

∂O = {bj | j ∈ J} its border, {gj | j ∈ J} an O-border prebasis, f ∈ K[∆, Σ∗]E.
OUT: (ci)i∈I , ( f j)j∈J such that f = ∑i∈I citi + ∑j∈J f jgj and ordΞ( f j) ≤ indO( f )− 1 for all j ∈ J

with f jgj , 0.
1: (ci)i∈I := (0)i∈I ; ( f j)j∈J := (0)j∈J ; h := f ;
2: while indO(h) > 0 do
3: write h = a1h1 + . . . + ashs such that a1, . . . , as ∈ K \ {0} and h1, . . . , hs ∈ [∆, Σ∗]E mutually

distinct satisfy indO(h1) = indO(h). Choose j0 ∈ J such that there exists λ ∈ [∆, Σ∗] with
ordΞ(λ) = indO(h)− 1 and h1 = λbj0 ;

4: h = h− a1λgj0 ;
5: f j0 = f j0 + a1λ;
6: end while
7: choose (ci)i∈I such that h = ∑i∈I citi; h = 0;
8: return (ci)i∈I , ( f j)j∈J ;

Theorem 2.4.8. Algorithm 2.4.18 is correct and terminates.

Proof. First we show that the while loop can be executed and terminates. By Lemma 2.4.5 there
exist µ ∈ [∆, Σ∗] with ordΞ(µ) = ind(h1)− 1 and j0 ∈ J such that h1 = µbj0 and there exists no
such factorization with a term µ of smaller order with respect to Ξ.

For termination we consider the subtraction

h− a1λgj0 = a1h1 + . . . + ashs − a1λbj0 + a1λ ∑
i∈I

αi,j0 ti,

where a1h1 = a1λbj0 . Lemma 2.4.6 shows that in h a term of index ind(h) is replaced by a finite
number of terms in O[ind(h)−1]. Since the index of a given term is finite and there are only finitely
many terms in h having the same index as h the loop terminates.

For correctness consider the equation

f = h + ∑
i∈I

citi + ∑
j∈J

f jgj.
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It is certainely satisfied before we enter the while loop. The f js are only changed inside the loop
where the subtraction h − a1λgj0 makes up with the addition ( f j0 + a1λ)gj0 . The coefficients ci
are changed immediately after termination of the while loop in the step where they are choosen
such that h is written as ∑i∈I citi. Hence, the stated representation is computed by the algorithm.
Furthermore the output does not depend on the particular choice of h1 since h1 is replaced by
terms of strictly smaller index, i.e., the “reductions” of several terms of the same index do not
interfere with each other.

Note 2.4.9. Although the output of Algorithm 2.4.18 does not depend on the actual choice of h1 in the
while loop it still depends on the choice of j0.

Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential order
module, G = {gj | j ∈ J} an O-border prebasis and f ∈ K[∆, Σ∗]E a difference-skew-differential
operator. Then the set

remO,G( f ) =

{
∑
i∈I

citi

∣∣∣∣∣ (ci)i∈I , ( f j)j∈J is a possible output

of Algorithm 2.4.18 applied to Ξ,O, G and f

}

is called the set of O-remainders of f (see also [KKR05, Def. 4.3.12]). If the context is clear we also
sometimes write rem( f ) instead of remO,G( f ).

We obtain the following corollary (see also [KKR05, Cor. 4.3.4]).

Corollary 2.4.10. Let O = {ti | i ∈ I} be a difference-skew-differential order module and G = {gj | j ∈
J} anO-border prebasis. Then the residue classes of the terms inO generate K[∆, Σ∗]E/〈G〉 as a K-vector
space.

2.4.4 Definition of border bases

Note 2.4.11. Although the residue classes of the terms {ti | i ∈ I} generate K[∆, Σ∗]E/〈G〉 they do not
necessarily form a basis.

Example 2.4.12. Let m = 0, n = 2, E = {1} and Ξ be the orthant decomosition from Example 2.2.3. Let
O := {1}. Then ∂O = {σ1, σ2, σ−1

1 σ−1
2 }. Let a1, a2 ∈ K and G := {σ1 − a1, σ2 − a2, σ−1

1 σ−1
2 − 1}.

Applying Algorithm 2.4.18 yields remO,G(σ1σ2) = {σ2(a1)a2, σ1(a2)a1} and hence, the residue class of
1 does not necessarily form a K-vector space basis of K[Σ∗]/〈G〉.

This is addressed by the following definition which extends [KKR05, Def. 4.4.1] to our setting.

Definition 2.4.13. Let Ξ be an orthant decomposition,M a difference-skew-differential module andO =
{ti | i ∈ I} a Ξ-difference-skew-differential order module. Let G = {gj | j ∈ J} ⊆ M be an O-border
prebasis. We say that G is an O-border basis of M if the residue classes of the terms in O form a
K-vector space basis of K[∆, Σ∗]E/M. If no ambiguities are possible we simply speak of a difference-
skew-differential border basis.

As for polynomial ideals also for difference-skew-differential modules one can show that an
O-border basis ofM actually generatesM (see also [KKR05, Prop. 4.4.2]).

Lemma 2.4.14. Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential
order module, M a difference-skew-differential module and G = {gj | j ∈ J} an O-border basis ofM.
ThenM = 〈G〉.
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Proof. Let f ∈ M. Applying Algorithm 2.4.18 to Ξ,O, ∂O, G and f yields (ci)i∈I , ( f j)j∈J such that

f = ∑
i∈I

citi + ∑
j∈J

f jgj.

Hence,
0 = f = ∑

i∈I
citi mod M.

Since G is an O-border basis the elements of O form a K-vector space basis of K[∆, Σ∗]E/M. We
conclude that for all i ∈ I we have ci = 0 which implies

f = ∑
j∈J

f jgj.

Hence,M⊆ 〈G〉. The opposite inclusion is obvious and the claim follows.

We will use the following lemma providing conditions for an O-border prebasis to be an O-
border basis (see [KKR05, Rem. 4.4.3]).

Lemma 2.4.15. Let Ξ be an orthant decomposition, O a Ξ-difference-skew-differential order module, G
an O-border prebasis andM = 〈G〉. The following are equivalent:

(i) G is an O-border basis ofM,

(ii) M∩ (O) = {0},

(iii) K[∆, Σ∗]E =M⊕ (O).

Proof. By Corollary 2.4.10 we have that the residue classes of the terms in O generate K[∆, Σ∗]E/
M. Since G being an O-border basis is equivalent to these residue classes being linearly inde-
pendent the claim follows.

With this lemma we can prove the following theorem (see also [KK05, Prop. 9]).

Theorem 2.4.16. Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential
order module and G = {gj | j ∈ J} an O-border prebasis. Then the following are equivalent:

(i) G is an O border basis of 〈G〉.

(ii) For every f ∈ 〈G〉 \ {0} there exists ( f j)j∈J ⊆ K[∆, Σ∗] such that f = ∑j∈J f jgj and for all f j with
f jgj , 0 we have ordΞ( f j) ≤ ind( f )− 1.

(iii) For every f ∈ 〈G〉 \ {0} there exists ( f j)j∈J ⊆ K[∆, Σ∗] such that f = ∑j∈J f jgj and

max{ordΞ( f j) | j ∈ J, f jgj , 0} = ind( f )− 1.

Proof. “(i)=⇒(ii)”: Let f ∈ 〈G〉 \ {0} then Algorithm 2.4.18 applied to Ξ,O, G and f returns
(ci)i∈I ⊆ K and ( f j)j∈J ⊆ K[∆, Σ∗] such that

f = ∑
i∈I

citi + ∑
j∈J

f jgj

and ordΞ( f j) ≤ ind( f )− 1 for all j ∈ J. We have ∑i∈I citi = 0 modulo 〈G〉 and since the residue
classes of the terms in O form a basis of K[∆, Σ∗]E/〈G〉 we have ci = 0 for all i ∈ I.
“(ii)=⇒(iii)”: Lemma 2.4.6 implies that for ordΞ( f j) < ind( f )− 1 we have

ind( f jgj) ≤ ordΞ( f j) + ind(gj)

= ordΞ( f j) + 1

< ind( f ).
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Again by Lemma 2.4.6 there exists j0 ∈ J such that ind( f ) = ind( f j0 gj0) ≤ ordΞ( f j0) + 1, i.e.
ordΞ( f j0) = ind( f )− 1.
“(iii)=⇒(i)”: Let (ci)i∈I ⊆ K be such that f := ∑i∈I citi ∈ 〈G〉 \ {0}. Then there exist ( f j)j∈J ⊆
K[∆, Σ∗] such that f = ∑j∈J f jgj. Since f , 0 we have max{ordΞ( f j) | j ∈ J, f jgj , 0} ≥ 0. On the
other hand ind( f )− 1 = −1 which contradicts (iii). Hence 〈G〉 ∩ (O) = {0} and Lemma 2.4.15
implies that G is an O-border basis.

2.4.5 Border form module

For the definition of border form and border form ideal in polynomial rings see [KK05, Def. 10].

Definition 2.4.17. Let 0 , f = ∑λ∈[∆,Σ∗ ]E aλλ, with only finitely many aλ ∈ K different from 0. Let
O be a difference-skew-differential order module. The operator BFO( f ) = ∑ind(λ)=ind( f ) aλλ is called the
O-border form of f . We define BFO(0) := 0. For a difference-skew-differential moduleM⊆ K[∆, Σ∗]E
the module BFO(M) := 〈BFO( f ) | f ∈ M〉 is called theO-border form module ofM. If no confusion
is possible we write BF instead of BFO .

The following lemma immediately carries over from the polynomial setting (see [KK05, Prop.
11]).

Lemma 2.4.18. Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential
order module and G = {gj | j ∈ J} an O-border prebasis. The following are equivalent:

(i) G is an O-border basis of 〈G〉.

(ii) For f ∈ 〈G〉 \ {0} we have supp(BF( f )) ⊆ [∆, Σ∗]E \ O.

Proof. “(i)=⇒(ii)”: Let f ∈ 〈G〉 \ {0} and suppose there exists i0 ∈ I such that ti0 ∈ supp(BF( f )).
Then supp( f ) ⊆ O, i.e., there exist (ci)i∈I ⊆ K such that f = ∑i∈I citi. Since G is an O border
basis we obtain ci = 0 for all i ∈ I which contradicts the assumtion f , 0.
“(ii)=⇒(i)”: Let (ci)i∈I ⊆ K be such that f := ∑i∈I citi ∈ 〈G〉. Then supp(BF( f )) ⊆ [Σ] \ O
implies ci = 0. Hence, 〈G〉 ∩ (O) = {0} and Lemma 2.4.15 implies that G is an O-border basis of
〈G〉.

2.4.6 Border bases and Gröbner bases

For the existence of O-border bases we have the following theorem (see also [KKR05, Thm.
4.4.4]).

Theorem 2.4.19. Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential
order module andM E K[∆, Σ∗]E a difference-skew-differential module such that the residue classes of
the terms in O form a K-vector space basis of K[∆, Σ∗]E/M.

(i) There exists a unique O-border basis G ofM.

(ii) Let F ⊆M be an O-border prebasis. Then F is the O-border basis ofM.

Proof. (i) Let ∂O = {bj | j ∈ J}. Then the residue class of every bj0 in K[∆, Σ∗]E/M is linearly
dependent on the residue classes of the terms in O. Hence, for i ∈ I there exist αi,j0 ∈ K
such that

gj0 := bj0 −∑
i∈I

αi,j0 ti ∈ M.

Then G := {gj | j ∈ J} is an O-border prebasis and hence also an O-border basis of M.
Then Lemma 2.4.15 implies M∩ (O) = {0}. Let F = { f j | j ∈ J} be another O-border
basis of M different from G. Then there exists j0 ∈ J such that gj0 − f j0 ∈ M \ {0} and
supp(gj0 − f j0) ⊆ O contradictingM∩ (O) = {0}.
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(ii) By Definition 2.4.13 the set F is an O-border basis ofM. Applying (i) proves the claim.

The following theorem is a generalization of Macaulay’s basis theorem (see e.g. [KR00, Thm.
1.5.7]) to modules of difference-skew-differential operators.

Macaulay’s basis theorem for difference-skew-differential modules 2.4.20. Let≺ be a generalized
term order on [∆, Σ∗]E and let M be a difference-skew-differential module. The residue classes of the
elements of [∆, Σ∗]E \ {lt≺( f ) | f ∈ M\ {0}} form a basis of the K-vector space K[∆, Σ∗]E/M.

Proof. Let O≺(M) := [∆, Σ∗]E \ {lt≺( f ) | f ∈ M \ {0}}. First we prove ∑b∈O≺(M) Kb +M =
K[∆, Σ∗]E. In contradiction suppose

∑
b∈O≺(M)

Kb +M⊂ K[∆, Σ∗]E,

i.e., there exists 0 , m ∈ K[∆, Σ∗]E \ (∑b∈O≺(M) Kb +M) such that lt≺(m) � lt≺(m̃) for all
m̃ ∈ K[∆, Σ∗]E \ (∑b∈O≺(M) Kb +M). If lt≺(m) ∈ O≺(M) then

m− lc≺(m) lt≺(m) ∈ K[∆, Σ∗]E \

 ∑
b∈O≺(M)

Kb +M


having a strictly smaller leading term than m which contradicts our assumption on m. Hence,
lt≺(m) ∈ {lt≺( f ) | f ∈ M\ {0}}, i.e., there exists m′ ∈ M such that lt≺(m) = lt≺(m′). Then

m− lc≺(m)

lc≺(m′)
m′ ∈ K[∆, Σ∗]E \

 ∑
b∈O≺(M)

Kb +M


having a strictly smaller leading term then m which contradicts our assumption on m. We con-
lude that the residue classes of the elements of O≺(M) generate K[∆, Σ∗]E/M.

Suppose now that there exist c1, . . . , cs ∈ K \ {0}, m1, . . . , ms ∈ O≺(M) such that

m =
s

∑
i=1

cimi ∈ M.

Then lt≺(m) ∈ {lt≺( f ) | f ∈ M \ {0}} since m ∈ M. On the other hand lt≺(m) ∈ supp(m) ⊆
{m1, . . . , ms} ⊆ O≺(M). Hence

lt≺(m) ∈ {lt≺( f ) | f ∈ M\ {0}} ∩ O≺(M) = ∅.

We conlude that the elements of O≺(M) form a K-vector space basis of K[∆, Σ∗]E/M.

Let Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant decomposition and O a Ξ-difference-skew-
differential order module. Then for any k ∈ {1, . . . , p} we have that K[∆, Σ∗]kE \ O is a mono-
mial K[∆, Σ∗]kE-module, i.e., there exists a generating set consisting only of monomials. By
C(O)k ⊆ [∆, Σ∗]kE we denote its minimal generating set. Let C(O) :=

⋃p
k=1 C(O)k. Furthermore

for any generalized term order ≺ and difference-skew-differential moduleM the set O≺(M) =
[∆, Σ∗]E \ {lt≺( f ) | f ∈ M\ {0}} is a Ξ-difference-skew-differential order module.

Using Macaulay’s basis theorem for difference-skew-differential operators and the notion
of Gröbner bases for difference-skew-differential – which by Remark 2.3.10 is a special case of
weight relative Gröbner bases – we obtain the following result stating that every difference-skew-
differential module possesses an O-border basis for some Ξ-difference-skew-differential order
module O if there exists a generalized term order with respect to the orthant decomposition Ξ
(compare [KKR05, Prop. 4.4.6]).
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Lemma 2.4.21. Let Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant decomposition, ≺ a generalized term
order on [∆, Σ∗]E with respect to Ξ and letM be a difference-skew-differential module. Let O≺(M) :=
[∆, Σ∗]E \ {lt≺( f ) | f ∈ M \ {0}} and let ∂O≺(M) = {bj | j ∈ J} . Then there exists a unique
O≺(M)-border basis G = {gj | j ∈ J} ofM. Let J′ be an index set such that C(O≺(M)) = {bj | j ∈
J′}. Then the set G′ := {gj | j ∈ J′} is a ≺-Gröbner basis ofM.

Proof. By Macaulay’s basis theorem for difference-skew-differential modules 2.4.20 the residue
classes of the terms in O≺(M) form a basis of the K-vector space K[∆, Σ∗]E/M. Hence, by
Theorem 2.4.19 there exists a unique O≺(M)-border basis G = {gj | j ∈ J} ofM.

By Definition 2.3.9 a set F ⊆ M forms a ≺-Gröbner basis ofM if and only if every element
f ∈ M \ {0} is ≺-reducible to 0 modulo F. By Proposition 2.3.11 this is equivalent to every
element f ∈ M \ {0} being ≺-reducible modulo F at all. So let f0 ∈ M \ {0}. Then lt≺( f0) ∈
[∆, Σ∗]kE \ O≺(M) for some k ∈ {1, . . . , p}. Hence, there exists j0 ∈ J′ with bj0 ∈ [∆, Σ∗]kE such
that

lt≺( f0) ∈ K[∆,Σ∗ ]k 〈bj0〉,

where K[∆,Σ∗ ]k 〈bj0〉 denotes the K[∆, Σ∗]k module generated by bj0 . That means, there exists some
λ ∈ [∆, Σ∗]k such that lt≺( f0) = λbj0 . On the other hand

supp(gj0 − bj0) ⊆ O≺(M)

= [∆, Σ∗]E \ {lt( f ) | f ∈ M\ {0}}

and gj0 ∈ M. Hence, lt(gj0) = bj0 . By the definition of generalized term orders we obtain
lt(λgj0) = λbj0 and

lt≺( f0 − λgj0) ≺ lt≺( f0),

i.e., f0 is ≺-reducible modulo G′.

We even can establish the following theorem (see also [KKR05, Prop. 4.4.9]).

Theorem 2.4.22. Let Ξ be an orthant decomposition, ≺ a generalized term order with respect to Ξ,
O = {ti | i ∈ I} a Ξ-difference-skew-differential order module with ∂O = {bj | j ∈ J} and M a
difference-skew-differential module such that the residue classes of the terms in O form a basis of the K-
vector space K[∆, Σ∗]E/M. Let G = {gj | j ∈ J} be theO-border basis ofM. Let J′ be an index set such
that C(O) = {bj | j ∈ J′} and let G′ = {gj | j ∈ J′}. TFAE

(i) O = O≺(M),

(ii) for j ∈ J we have lt≺(gj) = bj,

(iii) for j ∈ J′ we have lt≺(gj) = bj.

If these conditions are satisfied then G′ is a ≺-Gröbner basis ofM.

Proof. “(i) =⇒(ii)”: By the definition of an O-border prebasis for j ∈ J there exists (αij)i∈I ⊆ K
such that gj = bj −∑i∈I αijti and only finitely many αij are different from 0. Since O = O≺(M)
it is obvious that none of the ti can be the leading term of any element ofM. By Lemma 2.4.14
we have gj ∈ M. We obtain lt≺(gj) ∈ supp(gj) \ O = {bj}. In addition by Lemma 2.4.21 we get
that G′ is a ≺-Gröbner basis ofM.
“(ii)=⇒(iii)”: Follows from J′ ⊆ J.
“(iii)=⇒(i)”: Assume that for all j ∈ J′ we have lt≺(gj) = bj. Since

p⋃
k=1

[∆, Σ∗]k
(
{lt≺(gj) | j ∈ J′} ∩ [∆, Σ∗]kE

)
⊆ {lt≺( f ) | f ∈ M\ {0}}
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we obtain

O = [∆, Σ∗]E \
p⋃

k=1

[∆, Σ∗]k
(
{lt≺(gj) | j ∈ J′} ∩ [∆, Σ∗]kE

)
⊇ [∆, Σ∗]E \ {lt≺( f ) | f ∈ M\ {0}}
= O≺(M).

By Macaulay’s basis theorem 2.4.20 the residue classes of the terms in O≺(M) also form a basis
of the K-vector space K[∆, Σ∗]E/M. We conclude

O = O≺(M).

Example 2.4.23. Let E = {1}, m = 0, n = 2,O := {1, σ1, σ−1
2 , σ−1

1 σ−1
2 } and

F :=
{

σ2 − σ1 − σ−1
2 , σ2

1 − 1 +
1
2

σ−1
1 σ−1

2 , σ−2
1 σ−2

2 − 2
}

.

Let φ : [Σ∗]→ R4 be given by

φ(σk1
1 σk2

2 ) :=


(k1 + 3k2, k1, k2, 0) if k1, k2 ≥ 0,
(k1 − 2k2, k1 − k2, 0,−k2) if k2 < 0 and k1 ≥ k2,
(3k2 − 4k1, 0, k2 − k1,−k1) if k1 < 0 and k2 > k1.

Let λ, µ ∈ [Σ∗] and let the generalized term order ≺ be defined by

λ ≺ µ :⇐⇒ φ(λ) <lex φ(µ).

Using Algorithm 2.3.17, p.25 (or, e.g., [ZW06, Thm 3.3]) it is easy although tedious to verify that F is
a Gröbner basis of M := 〈F〉 with respect to ≺. From this we obtain O≺(M) = O and C(O) =
{σ2, σ2

1 , σ−2
1 σ−2

2 }. Hence, completing F to an O-border prebasis with elements from M will yield an
O-border basis ofM. The unique O-border basis ofM is given by

F ∪
{

σ−1
1 σ−2

2 − 2σ2, σ1σ2 −
1
2

σ−1
1 σ−1

2 ,

σ−1
1 − 2σ1 − σ−1

2 , σ1σ−1
2 + 1− σ−1

1 σ−1
2

}
.

2.4.7 Normal forms

In Gröbner basis theory the representative of a residue class in K[∆, Σ∗]E/M is defined as the
normal form of an operator f which is defined as the unique – with respect to the chosen ad-
missible order – remainder of f under division by an according Gröbner basis ofM. In fact, the
defining property of Gröbner bases is that the remainder under division by the Gröbner basis is
unique. For border division we have the following lemma (see also [KKR05, Prop. 4.4.11]).

Lemma 2.4.24. Let Ξ be an orthant decomposition,O = {ti | i ∈ I} a Ξ-difference-skew-differential order
module with ∂O = {bj | j ∈ J}. LetM be a difference-skew-differential module and G = {gj | j ∈ J} an
O-border basis ofM. Then for any f ∈ K[∆, Σ∗]E the set ofO-remainders remO,G( f ) of f contains only
one element.
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Proof. Let f ∈ K[∆, Σ∗]E and assume that there are (ci)i∈I , (c̃i)i∈I ⊆ K, ( f j)j∈J , ( f̃ j)j∈J ⊆ K[∆, Σ∗]
such that

f = ∑
i∈I

citi + ∑
j∈J

f jgj

= ∑
i∈I

c̃iti + ∑
j∈J

f̃ jgj.

Then

∑
i∈I

(ci − c̃i)ti ∈ (O) ∩M.

Since G is an O-border basis of M we have (O) ∩M = {0}. So the set of O-remainders of f
contains only one element.

Hence, we can define a normal form (compare [KKR05, Def. 4.4.12]).

Definition 2.4.25. Let Ξ be an orthant decomposition, O a Ξ-difference-skew-differential order module,
M a difference-skew-differential module and G an O-border basis of M. Then for any f ∈ K[∆, Σ∗]E
define the normal form of f with respect to O andM to be the unique element NFO,M( f ) ∈ (O) such
that

{NFO,M( f )} = remO,G( f ).

If O andM are clear from the context we simply write f instead of NFO,M( f ).

This leads to the following lemma (compare [KK05, Prop. 14]).

Lemma 2.4.26. Let Ξ be an orthant decomposition, O = {ti | i ∈ I} a Ξ-difference-skew-differential
order module,M a difference-skew-differential module and G = {gj | j ∈ J} ⊆ M anO-border prebasis.
The following are equivalent:

(i) G is an O-border basis ofM.

(ii) For f ∈ K[∆, Σ∗]E we have remO,G( f ) = {0} if and only if f ∈ M.

Proof. “(i)=⇒(ii)”: Let f ∈ K[∆, Σ∗]E such that remO,G( f ) = {0}. By the definition of the set of
O-remainders there exist ( f j)j∈J ⊆ K[∆, Σ∗] such that f = ∑j∈J f jgj, i.e., f ∈ 〈G〉. Conversely, let
f ∈ M. Applying Algorithm 2.4.18 to Ξ,O, G and f returns (ci)i∈I ⊆ K, ( f j)j∈J ⊆ K[∆, Σ∗] such
that f = ∑i∈I citi + ∑j∈J f jgj, i.e., ∑i∈I citi ∈ remO,G( f ). Since f ∈ M we have remO,G( f ) ⊆ M.
G being an O-border basis implies remO,G( f ) ⊆M∩ (O) = {0}, i.e., remO,G( f ) = {0}.
“(ii)=⇒(i)”: Let (ci)i∈I ⊆ K be such that f := ∑i∈I citi ∈ M \ {0}. Applying Algorithm 2.4.18
to Ξ,O, G and f returns (ci)i∈I and (0)j∈J such that ∑i∈I citi ∈ remO,G( f ) = {0} contradicting
f , 0. Hence,M∩ (O) = {0} and Lemma 2.4.6 implies that G is the O-border basis ofM.

We obtain the following relation between normal forms and Gröbner bases (compare [KKR05,
Def. 4.4.13]).

Lemma 2.4.27. Let Ξ be an orthant decomposition, O a Ξ-difference-skew-differential order module and
M a difference-skew-differential module possessing an O-border basis.

(i) If there exists a generalized term order ≺ such that O = O≺(M) then for all f ∈ K[∆, Σ∗]E we
have that NFO,M( f ) ∈ f +M is ≺-irreducible modulo any Gröbner basis ofM with respect to
≺.

(ii) For f ∈ K[∆, Σ∗]E we have NFO,M(NFO,M( f )) = NFO,M( f ).
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(iii) For f1, f2 ∈ K[∆, Σ∗]E we have

NFO,M( f1 − f2) = NFO,M( f1)−NFO,M( f2)

and
NFO,M( f1 f2) = NFO,M(NFO,M( f1)NFO,M( f2)).

Proof. SinceM possesses an O-border basis for every f ∈ K[∆, Σ∗]E there exists f0 ∈ K[∆, Σ∗]E
such that

( f +M) ∩ (O) = { f0}.

Hence, there exists a uniquely determined operator in f +M whose support is contained in
O which proves (ii) and (iii). Since supp(NFO,M( f )) ⊆ O we have f0 = NFO,M( f ) and f0 is
≺-irreducible modulo any g ∈ M\ {0} since O ∩ {lt≺(g) | g ∈ M\ {0}} = ∅, i.e., (i) holds.

2.4.8 Multiplication endomorphisms

Effective computation with residue classes basically boils down to figuring out how to perform
multiplications. For zero-dimensional modules multiplication of residue classes can be described
by multiplication tables which give rise to multipication endomorphisms. If the module in con-
cern is not zero-dimensional then consequently the associated multiplication table is not finite but
still we can consider multiplication endomorphisms in this case. By this considerations Kehrein
and Kreuzer [KK05] derived an S-polynomial criterion for border bases of polynomial ideals. Due
to the group structure of [Σ∗] contained in [∆, Σ∗] for border bases of difference-skew-differential
modules the according result becomes slightly more complicated.

Let Ξ be an orthant decomposition with generators ξ1, . . . , ξr, O = {ti |
i ∈ I} a Ξ-difference-skew-differential order module with border ∂O = {bj | j ∈ J} and G =

{gj = bj −∑i∈I αijti | j ∈ J} anO-border prebasis. We identify { f ∈ K[∆, Σ∗]E | supp( f ) ⊆ O[1]}
with (O[1]) and define a K-linear projection N : (O[1])→ (O) by

N : ti 7→ ti, and N : bj 7→∑
i∈I

αijti.

For reasons of convenience define ξr+1 := δ1, . . . , ξr+m := δm and for 1 ≤ k ≤ r + m let Mk :
(O)→ (O) be given by

p 7→ Mk(p) := N(ξk p). (2.5)

For every λ ∈ [∆, Σ∗]E \ E let

Cλ := {(l, µ) ∈ {1, . . . , r + m} × [∆, Σ∗]E | ξlµ = λ, ordΞ(µ) = ordΞ(λ)− 1,

indO(µ) ≤ max{indO(λ)− 1, 0}}.

If M1, . . . , Mr+m are mutually commuting let M = (M1, . . . , Mr+m) and for e ∈ E, λ ∈ [∆, Σ∗]E \ E
define recursively

e[M] := N(e),

λ[M] :=
1
|Cλ| ∑

(l,µ)∈Cλ

Ml(µ[M]).

For p = ∑s
q=1 αqλq ∈ K[∆, Σ∗]E with α1, . . . , αs ∈ K, λ1, . . . , λs ∈ [∆, Σ∗]E define p(M) :=

∑s
q=1 αqλq[M].
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Example 2.4.28. Let m, n, Ξ, E and O = {1, σ1, σ−1
2 , σ−1

1 σ−1
2 } be as in Example 2.4.23 and let G =

{g1, . . . , g7} be given by

g1 := σ2 − σ1 − σ−1
2 ,

g2 := σ2
1 − 1 +

1
2

σ−1
1 σ−1

2 ,

g3 := σ−1
1 − 2σ1 − σ−1

2 ,

g4 := σ1σ2 −
1
2

σ−1
1 σ−1

2 ,

g5 := σ1σ−1
2 − σ−1

1 σ−1
2 + 1,

g6 := σ−1
1 σ−2

2 − 2σ2,

g7 := σ−2
1 σ−2

2 − 2,

i.e., N : (O[1])→ (O) is given by

σ2 7→ σ1 + σ−1
2 ,

σ2
1 7→ 1− 1

2
σ−1

1 σ−1
2 ,

σ−1
1 7→ 2σ1 + σ−1

2 ,

σ1σ2 7→ 1
2

σ−1
1 σ−1

2 ,

σ1σ−1
2 7→ σ−1

1 σ−1
2 − 1,

σ−1
1 σ−2

2 7→ 2σ2,

σ−2
1 σ−2

2 7→ 2.

The generators of Ξ are ξ1 = σ1, ξ2 = σ2 and ξ3 = σ−1
1 σ−1

2 . Then for α ∈ K the maps M1, M2 and
M3 : (O)→ (O) are given by

M1(α1 + α2σ1 + α3σ−1
2 + α4σ−1

1 σ−1
2 ) =

(s1(α2)− s1(α3)) + s1(α1)σ1 + s1(α4)σ
−1
2 +

(
s1(α3)−

s1(α2)

2

)
σ−1

1 σ−1
2 ,

M2(α1 + α2σ1 + α3σ−1
2 + α4σ−1

1 σ−1
2 ) =

s2(α3) + (s2(α1) + 2s2(α4))σ1 + (s2(α1) + s2(α4))σ
−1
2 +

s2(α2)

2
σ−1

1 σ−1
2

M3(α1 + α2σ1 + α3σ−1
2 + α4σ−1

1 σ−1
2 ) =

2s−1
1 (s−1

2 (α4)) + 2s−1
1 (s−1

2 (α3))σ1 + s−1
1 (s−1

2 (α2))σ
−1
2

+s−1
1 (s−1

2 (α1))σ
−1
1 σ−1

2 .

It is easy to check that M1, M2 and M3 are mutually commuting. Let α ∈ K and p := σ2
1 − ασ1σ−1

2 .
First we compute σ2

1 [M]. From Cσ2
1
= {(1, σ1)} we get σ2

1 [M] = M1(σ1[M]) and from Cσ1 = {(1, 1)}
we obtain

σ2
1 [M] = M1(M1(1)) = M2

1(1) = 1− 1
2

σ−1
1 σ−1

2 .

Next we compute σ1σ−1
2 [M]. From C

σ1σ−1
2

= {(1, σ−1
2 )} we get σ1σ−1

2 [M] = M1(σ
−1
2 [M]) and from

C
σ−1

2
= {(1, σ−1

1 σ−1
2 ), (3, σ1)} we obtain

σ1σ−1
2 [M] = M1

(
1
2
(M1(σ

−1
1 σ−1

2 [M]) + M3(σ1[M]))

)
.
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Since C
σ−1

1 σ−1
2

= {(3, 1)} we have

σ1σ−1
2 [M] = M1

(
1
2
(M1(M3(1)) + M3(M1(1)))

)
= M2

1 M3(1) = σ−1
1 σ−1

2 − 1.

We conlude

p(M) = 1− α−
(

1
2
+ α

)
σ−1

1 σ−1
2 .

Then we have the following lemma (compare [Mou99, Prop. 3.2]).

Lemma 2.4.29. Let M1, . . . , Mr+m be mutually commuting. Then for any p ∈ K[∆, Σ∗]E with supp(p)
⊆ O[1] we have

p(M) = N(p).

Proof. Since the maps p 7→ p(M) and p 7→ N(p) are K-linear it suffices to assume p to be a
difference-skew-differential term. If p = e for some e ∈ E then p(M) = M0e[M] = N(e),
i.e., for operators of Ξ-order 0 the claim holds. Assume now that it holds for all monomials
p̃ ∈ O with ordΞ( p̃) < d. Let p be in O[1] with ordΞ(p) = d. Then for all (l, µ) ∈ Cp we have
ordΞ(µ) < d, µ ∈ O and

p(M) =
1
|Cp| ∑

(l,µ)∈Cp

Ml(µ[M])

=
1
|Cp| ∑

(l,µ)∈Cp

Ml(N(µ))

=
1
|Cp| ∑

(l,µ)∈Cp

N(ξl N(µ))

=
1
|Cp| ∑

(l,µ)∈Cp

N(ξlµ)

= N(p).

Example 2.4.30. Let m, n, Ξ, E,O, G, M1, M2, M3, N and p be as in Example 2.4.28. Then we have

p(M) = 1 + α−
(

1
2
+ α

)
σ−1

1 σ−1
2 .

On the other hand we have

N(p) = 1− 1
2

σ−1
1 σ−1

2 − α(σ−1
1 σ−1

2 − 1)

= 1 + α−
(

1
2
+ α

)
σ−1

1 σ−1
2 .

Then [Mou99, Prop. 3.3] carries over to our setting.

Lemma 2.4.31. Let M1, . . . , Mr+m be mutually commuting. Then

〈Ker(N)〉 = ( p− p(M) | p ∈ K[∆, Σ∗]E)
= { p ∈ K[∆, Σ∗]E | p(M) = 0} .
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Proof. Let
Υ := ( p− p(M) | p ∈ K[∆, Σ∗]E)

and
Υ′ := { p ∈ K[∆, Σ∗]E | p(M) = 0} ,

i.e., we have to show
〈Ker(N)〉 = Υ = Υ′.

For p ∈ K[∆, Σ∗]E we have supp(p(M)) ∈ O and Lemma 2.4.29 together with the definition of
N yields

(p− p(M))(M) = p(M)− p(M)(M)

= p(M)− p(M)

= 0,

i.e., Υ ⊆ Υ′. Conversely, for p ∈ Υ′ with p(M) = 0 we have

p = p− p(M) ∈ Υ,

i.e., Υ = Υ′. The kernel of N is generated by the elements p− N(p), where p ∈ K[∆, Σ∗]E with
supp(p) ⊆ O[1]. Hence, by Lemma 2.4.29 the module 〈Ker(N)〉 is generated by the elements
p− p(M), where supp(p) ⊆ O[1] and we get 〈Ker(N)〉 ⊆ Υ. Obviously, for any e ∈ E we have
ξ0e − ξ0e[M] ∈ Υ and ξ0e − ξ0e[M] ∈ 〈Ker(N)〉. Assume now that for all µ ∈ [∆, Σ∗]E with
ordΞ(µ) < d we have

µ− µ[M] ∈ 〈Ker(N)〉

and consider λ ∈ [∆, Σ∗]E with ordΞ(λ) = d. Then

λ− λ[M]

=
1
|Cλ| ∑

(l,µ)∈Cλ

[
ξl(µ− µ[M]) + ξlµ[M]−Ml(µ[M])

]
.

On the other hand supp(ξlµ[M]) ⊆ O[1] and by assumption

ξlµ[M]−Ml(µ[M]) = ξlµ[M]− N(ξlµ[M])

∈ 〈Ker(N)〉.

Hence,
λ− λ[M] ∈ 〈Ker(N)〉

and we conclude Υ = 〈Ker(N)〉.

These two lemmata together yield the following theorem which extends [Mou99, Thm. 3.1]
and [KKR05, Thm. 4.4.17] to our setting.

Theorem 2.4.32. The maps M1, . . . , Mr+m are mutually commuting if and only if the set G = {gj | j ∈
J} is an O-border basis of 〈G〉.

Proof. “⇐=”: Let G be an O-border basis of 〈G〉. Then Lemma 2.4.15 implies K[∆, Σ∗]E = (O)⊕
〈G〉. By the definition of N we have

Ker(N) =

{
∑
j∈J

ajgj

∣∣∣∣∣ ∀j∈J aj ∈ K

}
,
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i.e., K[∆, Σ∗]E = (O)⊕ 〈Ker(N)〉. So we have O ∩ 〈Ker(N)〉 = {0}. Then for any p ∈ (O) we
get Ml(p) = ξl p mod 〈Ker(N)〉. Hence,

(Ml1 ◦Ml2 −Ml2 ◦Ml1)(p) = (ξl1 ξl2 − ξl2 ξl1)p
= 0 mod 〈Ker(N)〉.

On the other hand
(Ml1 ◦Ml2 −Ml2 ◦Ml1)(p) ∈ (O).

We conclude
(Ml1 ◦Ml2 −Ml2 ◦Ml1)(p) = 0,

i.e.,(Ml1 ◦Ml2 −Ml2 ◦Ml1)(p) = 0 for all p. Hence, Ml1 and Ml2 commute.
"=⇒“: The map K[∆, Σ∗]E 3 p 7→ p(M) ∈ (O) is surjectiv. Lemma 2.4.29 implies that re-
stricted to (O) it is the identity map. Because of Lemma 2.4.31 its kernel coincides with the ideal
〈Ker(N)〉 = 〈G〉. So (O) ' K[∆, Σ∗]E/〈G〉 and K[∆, Σ∗]E = (O) ⊕ 〈G〉. By Lemma 2.4.15 we
conclude that G is an O-border basis of 〈G〉.

Example 2.4.33. Let m, n, Ξ, E,O, G, M1, M2, M3 be as in Example 2.4.28. Since we already saw that
M1, M2, M3 are mutually commuting we conclude by Theorem 2.4.32 that G is the O-border basis of
〈G〉.

2.4.9 Commutativity condition

As for polynomial ideals (see [KK05]) also for modules of difference-skew-differential operators
it pays off to take a closer look at the commutativity condition derived in the previous subsection.
We will consider an element ti1 of the order moduleO and multiplications by ξl1 and ξl2 . Then we
have to distinguish several cases depending on whether ξl1 ti1 , ξl2 ti1 and ξl1 ξl2 ti1 are elements of
O or ∂O. In the polynomial situation there are four cases to distinguish. Two carry directly over
to our setting. For the remaining two we have to take into account noncommutativity in form of
the action of skew-derivations and automorphisms on the coefficients. Dealing with difference-
skew-differential operators there is a fifth case to consider due to [Σ∗] being a group contained in
[∆, Σ∗].

In this subsection on several occasions we will make use of the Kronecker delta. It will be
denoted by δ with two subindices and therefore cannot be confussed with a δ denoting a skew-
derivative because those only carry one subindex.

Case 1: ξl1 ξl2 ti1 , ξl1 ti1 , ξl2 ti1 ∈ O. Then there exist i2, i3, i4 ∈ I such that ξl1 ti1 = ti2 , ξl2 ti1 = ti3
and ξl1 ξl2 ti1 = ti4 . Then

Ml1 Ml2 ti1 = Ml1 ti3 = ti4 = Ml2 ti2 = Ml2 Ml1 ti1

and commutativity holds by definition of the maps Ml1 , Ml2 .
Case 2: ξl1 ξl2 ti1 ∈ ∂O, ξl1 ti1 , ξl2 ti1 ∈ O. Then there exist i2, i3 ∈ I, j1 ∈ J such that ξl1 ti1 =

ti2 , ξl2 ti1 = ti3 and ξl1 ξl2 ti1 = bj1 . Then

Ml1 Ml2 ti1 = Ml1 ti3 = ∑
i∈I

αi,j1 ti = Ml2 ti2 = Ml2 Ml1 ti1

and commutativity holds by the definition of Ml1 , Ml2 .
Case 3: ξl1 ti1 ∈ O, ξl2 ti1 , ξl1 ξl2 ti1 ∈ ∂O. Then there exist i2 ∈ I, j1, j2 ∈ J such that ξl1 ti1 =

ti2 , ξl2 ti1 = bj1 and ξl1 ξl2 ti1 = bj2 . We get

Ml1 Ml2 ti1 = Ml1 ∑
i∈I

αi,j1 ti
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and
Ml2 Ml1 ti1 = Ml2 ti2 = ∑

i∈I
αi,j2 ti.

If l1 ∈ {1, . . . , r} then because of the action of the automorphism ξl1 the commutativity con-
dition becomes

(αk,j2)k∈I

=

 ∑
i∈I, O3ξl1

ti=tψ(i)

δk,ψ(i)ξl1(αi,j1) + ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j1)αk,ψ̃(i)


k∈I

,

where ψ : I → I, ψ̃ : I → J are such that ξl1 ti = tψ(i) and ξl1 ti = bψ̃(i), the first sum runs over all
i ∈ I such that ξl1 ti ∈ O (it only consists of one summand for which ξl1 ti = tk) and the second
sum runs over all i ∈ I such that ξl1 ti ∈ ∂O.

If l1 ∈ {r + 1, . . . , r + m} then because of the action of the derivation ξl1 = δl1−r the commu-
tativity condition becomes

(αk,j2)k∈I

=

δl1−r(αk,j1) + ∑
i∈I, O3ξl1

ti=tψ(i)

δk,ψ(i)αi,j1 + ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

αi,j1 αk,ψ̃(i)


k∈I

,

where ψ : I → I, ψ̃ : I → J are such that ξl1 ti = tψ(i) and ξl1 ti = bψ̃(i), the first sum runs over all
i ∈ I such that ξl1 ti ∈ O (it only consists of one summand for which ξl1 ti = tk) and the second
sum runs over all i ∈ I such that ξl1 ti ∈ ∂O.

Case 4: ξl1 ti1 , ξl2 ti1 ∈ ∂O. Then there exist j1, j2 ∈ J such that ξl1 ti1 = bj1 , ξl2 ti1 = bj2 . We get

Ml1 Ml2 ti1 = Ml1 ∑
i∈I

αi,j2 ti

and
Ml2 Ml1 ti1 = Ml2 ∑

i∈I
αi,j1 ti.

If l1, l2 ∈ {1, . . . , r} then because of the actions of the automorphisms ξl1 and ξl2 the commu-
tativity condition becomes ∑

i∈I, O3ξl1
ti=tψ(i)

δk,ψ(i)ξl1(αi,j2) + ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)αk,ψ̃(i)


k∈I

=

 ∑
i∈I, O3ξl2

ti=tρ(i)

δk,ρ(i)ξl2(αi,j1) + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)αk,ρ̃(i)


k∈I

,

where ψ, ρ : I → I, ψ̃, ρ̃ : I → J are such that ξl1 ti = tψ(i), ξl2 ti = tρ(i) and ξl1 ti = bψ̃(i), ξl2 ti = bρ̃(i),
the first sum runs over all i ∈ I such that ξl1 ti ∈ O, the second sum runs over all i ∈ I such that
ξl1 ti ∈ ∂O, the third sum runs over all i ∈ I such that ξl2 ti ∈ O and the fourth sum runs over all
i ∈ I such that ξl2 ti ∈ ∂O.

If l1 ∈ {1, . . . , r}, l2 ∈ {r + 1, . . . , r + m} then because of the actions of the automorphism ξl1
and the derivation ξl2 = δl2−r the commutativity condition becomes ∑

i∈I, O3ξl1
ti=tψ(i)

δk,ψ(i)ξl1(αi,j2) + ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)αk,ψ̃(i)


k∈I
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=

δl2−r(αk,j1) + ∑
i∈I, O3ξl2

ti=tρ(i)

δk,ρ(i)αi,j1 + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

αi,j1 αk,ρ̃(i)


k∈I

,

where ψ, ρ : I → I, ψ̃, ρ̃ : I → J are such that ξl1 ti = tψ(i), ξl2 ti = tρ(i) and ξl1 ti = bψ̃(i), ξl2 ti = bρ̃(i),
the first sum runs over all i ∈ I such that ξl1 ti ∈ O, the second sum runs over all i ∈ I such that
ξl1 ti ∈ ∂O, the third sum runs over all i ∈ I such that ξl2 ti ∈ O and the fourth sum runs over all
i ∈ I such that ξl2 ti ∈ ∂O.

If l1, l2 ∈ {r + 1, . . . , r + m} then because of the action of the derivations ξl1 = δl1−r and
ξl2 = δl2−r the commutativity condition becomesδl1−r(αk,j2) + ∑

i∈I, O3ξl1
ti=tψ(i)

δk,ψ(i)αi,j2 + ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

αi,j2 αk,ψ̃(i)


k∈I

=

δl2−r(αk,j1) + ∑
i∈I, O3ξl2

ti=tρ(i)

δk,ρ(i)αi,j1 + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

αi,j1 αk,ρ̃(i)


k∈I

,

where ψ, ρ : I → I, ψ̃, ρ̃ : I → J are such that ξl1 ti = tψ(i), ξl2 ti = tρ(i) and ξl1 ti = bψ̃(i), ξl2 ti = bρ̃(i),
the first sum runs over all i ∈ I such that ξl1 ti ∈ O, the second sum runs over all i ∈ I such that
ξl1 ti ∈ ∂O, the third sum runs over all i ∈ I such that ξl2 ti ∈ O and the fourth sum runs over all
i ∈ I such that ξl2 ti ∈ ∂O.

Case 5: ξl1 ξl2 ti1 , ξl2 ti1 ∈ O, ξl1 ti1 ∈ ∂O. Then there exist i2, i3 ∈ I, j1 ∈ J such that ξl2 ti1 =
ti2 , ξl1 ξl2 ti1 = ti3 and ξl1 ti1 = bj1 . We get

Ml1 Ml2 ti1 = Ml1 ti2 = ti3

and
Ml2 Ml1 ti1 = Ml2 ∑

i∈I
αi,j1 ti.

Obviously, l2 ∈ {1, . . . , r}. Hence, because of the action of the automorphism ξl2 := skl2

associated to ξl2 = σkl2 , resp., the commutativity condition becomes

(δi3k)k∈I

=

 ∑
i∈I, O3ξl2

ti=tρ(i)

δk,ρ(i)ξl2(αi,j1) + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)αk,ρ̃(i)


k∈I

,

where ρ : I → I, ρ̃ : I → J are such that ξl2 ti = tρ(i) and ξl2 ti = bρ̃(i), the first sum runs over all
i ∈ I such that ξl2 ti ∈ O and the second sum runs over all i ∈ I such that ξl2 ti ∈ ∂O.

2.4.10 S- and T-polynomials

Let us take a closer look at the third, fourth and fifth case above to see whether the commutativity
conditions formulated there can be represented more intuitively. It turns out that for the third
and fourth case the results from [KK05] carry over.

First consider the relation ξl1 bj1 = bj2 . If l1 ∈ {1, . . . , r} then for the corresponding combina-
tion of border operators we have

gj2 − ξl1 gj1 =

(
bj2 −∑

i∈I
αi,j2 ti

)
− ξl1

(
bj1 −∑

i∈I
αi,j1 ti

)
= −∑

i∈I
αi,j2 ti + ∑

i∈I
ξl1(αi,j1)ξl1 ti



2.4. DIFFERENCE-SKEW-DIFFERENTIAL BORDER BASES 51

= −∑
i∈I

αi,j2 ti + ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j1)tψ(i)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j1)bψ̃(i)

= −∑
i∈I

αi,j2 ti + ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j1)tψ(i)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j1)gψ̃(i)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j1) ∑

k∈I
αk,ψ̃(i)tk

)
.

Hence, we obtain

−∑
i∈I

αi,j2 ti + ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j1)tψ(i)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j1) ∑

k∈I
αk,ψ̃(i)tk

)
= 0 mod 〈G〉. (2.6)

If l1 ∈ {r + 1, . . . , r + m} then for the corresponding combination of border operators we have

gj2 − ξl1 gj1 =

(
bj2 −∑

i∈I
αi,j2 ti

)
− δl1−r

(
bj1 −∑

i∈I
αi,j1 ti

)
= −∑

i∈I
αi,j2 ti + ∑

i∈I
αi,j1 δl1−rti + ∑

i∈I
δl1−r(αi,j1)ti

= −∑
i∈I

αi,j2 ti + ∑
i∈I, O3δl1−rti=tψ(i)

αi,j1 tψ(i)

+ ∑
i∈I, ∂O3δl1−rti=bψ̃(i)

αi,j1 bψ̃(i) + ∑
i∈I

δl1−r(αi,j1)ti

= −∑
i∈I

αi,j2 ti + ∑
i∈I, O3ξl1

ti=tψ(i)

αi,j1 tψ(i)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

αi,j1 gψ̃(i) + ∑
i∈I

δl1−r(αi,j1)ti

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
αi,j1 ∑

k∈I
αk,ψ̃(i)tk

)
.

Hence, we obtain

−∑
i∈I

αi,j2 ti + ∑
i∈I, O3ξl1

ti=tψ(i)

αi,j1 tψ(i) + ∑
i∈I

δl1−r(αi,j1)ti (2.7)

+ ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
αi,j1 ∑

k∈I
αk,ψ̃(i)tk

)
= 0 mod 〈G〉.

If G is a border basis then for any l1 ∈ {1, . . . , r + m} and each i ∈ I the coefficient of ti in the left
hand sides of (2.6) and (2.8) above must vanish. This in turn is equivalent to the commutativity
condition obtained in case 3 above.

Now consider the relation ξl1 bj2 = ξl2 bj1 . If l1, l2 ∈ {1, . . . , r} then for the corresponding
combination of border operators we have

ξl1 gj2 − ξl2 gj1
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= ξl1

(
bj2 −∑

i∈I
αi,j2 ti

)
− ξl2

(
bj1 −∑

i∈I
αi,j1 ti

)
= −∑

i∈I
ξl1(αi,j2)ξl1 ti + ∑

i∈I
ξl2(αi,j1)ξl2 ti

= − ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)bψ̃(i)

+ ∑
i∈I, O3ξl2

ti=tρ(i)

ξl2(αi,j1)tρ(i) + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)bρ̃(i)

= − ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)gψ̃(i)

− ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j2) ∑

k∈I
αk,ψ̃(i)tk

)
+ ∑

i∈I, O3ξl2
ti=tρ(i)

ξl2(αi,j1)tρ(i) + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)gρ̃(i)

+ ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

(
ξl2(αi,j1) ∑

k∈I
αk,ρ̃(i)tk

)
.

Hence, we obtain

− ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j2) ∑

k∈I
αk,ψ̃(i)tk

)

+ ∑
i∈I, O3ξl2

ti=tρ(i)

ξl2(αi,j1)tρ(i) + ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

(
ξl2(αi,j1) ∑

k∈I
αk,ρ̃(i)tk

)
= 0 mod 〈G〉. (2.8)

If l1 ∈ {1, . . . , r}, l2 ∈ {r + 1, . . . , r + m} then for the corresponding combination of border oper-
ators we have

ξl1 gj2 − ξl2 gj1

= ξl1

(
bj2 −∑

i∈I
αi,j2 ti

)
− δl2−r

(
bj1 −∑

i∈I
αi,j1 ti

)
= −∑

i∈I
ξl1(αi,j2)ξl1 ti + ∑

i∈I
αi,j1 δl2−rti + ∑

i∈I
δl2−r(αi,j1)ti

= − ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)bψ̃(i)

+ ∑
i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

αi,j1 bρ̃(i) + ∑
i∈I

δl2−r(αi,j1)ti

= − ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

ξl1(αi,j2)gψ̃(i)

− ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j2) ∑

k∈I
αk,ψ̃(i)tk

)
+ ∑

i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

αi,j1 gρ̃(i)

+ ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

(
αi,j1 ∑

k∈I
αk,ρ̃(i)tk

)
+ ∑

i∈I
δl2−r(αi,j1)ti.
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Hence, we obtain

− ∑
i∈I, O3ξl1

ti=tψ(i)

ξl1(αi,j2)tψ(i) − ∑
i∈I, ∂O3ξl1

ti=bψ̃(i)

(
ξl1(αi,j2) ∑

k∈I
αk,ψ̃(i)tk

)
+ ∑

i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I

δl2−r(αi,j1)ti

+ ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

(
αi,j1 ∑

k∈I
αk,ρ̃(i)tk

)
= 0 mod 〈G〉. (2.9)

If l1, l2 ∈ {r + 1, . . . , r + m} then for the corresponding combination of border operators we have

ξl1 gj2 − ξl2 gj1

= δl1−r

(
bj2 −∑

i∈I
αi,j2 ti

)
− δl2−r

(
bj1 −∑

i∈I
αi,j1 ti

)
= −∑

i∈I
αi,j2 δl1−rti −∑

i∈I
δl1−r(αi,j2)ti + ∑

i∈I
αi,j1 δl2−rti + ∑

i∈I
δl2−r(αi,j1)ti

= − ∑
i∈I, O3δl1−rti=tψ(i)

αi,j2 tψ(i) − ∑
i∈I, ∂O3δl1−rti=bψ̃(i)

αi,j2 bψ̃(i) −∑
i∈I

δl1−r(αi,j2)ti

+ ∑
i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

αi,j1 bρ̃(i) + ∑
i∈I

δl2−r(αi,j1)ti

= − ∑
i∈I, O3δl1−rti=tψ(i)

αi,j2 tψ(i) − ∑
i∈I, ∂O3δl1−rti=bψ̃(i)

αi,j2 gψ̃(i)

− ∑
i∈I, ∂O3δl1−rti=bψ̃(i)

(
αi,j2 ∑

k∈I
αk,ψ̃(i)tk

)
−∑

i∈I
δl1−r(αi,j2)ti

+ ∑
i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

αi,j1 gρ̃(i)

+ ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

(
αi,j1 ∑

k∈I
αk,ρ̃(i)tk

)
+ ∑

i∈I
δl2−r(αi,j1)ti.

Hence, we obtain

− ∑
i∈I, O3δl1−rti=tψ(i)

αi,j2 tψ(i) −∑
i∈I

δl1−r(αi,j2)ti

− ∑
i∈I, ∂O3δl1−rti=bψ̃(i)

(
αi,j2 ∑

k∈I
αk,ψ̃(i)tk

)
+ ∑

i∈I, O3δl2−rti=tρ(i)

αi,j1 tρ(i) + ∑
i∈I

δl2−r(αi,j1)ti

+ ∑
i∈I, ∂O3δl2−rti=bρ̃(i)

(
αi,j1 ∑

k∈I
αk,ρ̃(i)tk

)
= 0 mod 〈G〉. (2.10)

Again, if G is a border basis then for each i ∈ I the coefficient of ti in the left hand sides of
(2.8),(2.9) and (2.10) above must vanish. This in turn is equivalent to the commutativity condition
obtained in case 4 above.
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Last consider the relation ξl2 bj1 = ti3 . Then l2 ∈ {1, . . . , r} and we have

ξl2 gj1 = ξl2

(
bj1 −∑

i∈I
αi,j1 ti

)
= ti3 −∑

i∈I
ξl2(αi,j1)ξl2 ti

= ti3 − ∑
i∈I, O3ξl2

ti=tρ(i)

ξl2(αi,j1)tρ(i) − ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)bρ̃(i)

= ti3 − ∑
i∈I, O3ξl2

ti=tρ(i)

ξl2(αi,j1)tρ(i) − ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

ξl2(αi,j1)gρ̃(i)

− ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

(
ξl2(αi,j1) ∑

k∈I
αk,ρ̃(i)tk

)

Hence, we obtain

ti3 − ∑
i∈I, O3ξl2

ti=tρ(i)

ξl2(αi,j1)tρ(i) − ∑
i∈I, ∂O3ξl2

ti=bρ̃(i)

(
ξl2(αi,j1) ∑

k∈I
αk,ρ̃(i)tk

)
= 0 mod 〈G〉.

Again if G is a border basis then for each i ∈ I the coefficient of ti in the left hand side above must
vanish. This in turn is equivalent to the commutativity condition obtained in case 5 above.

On the other hand if these three commutativity conditions are satisfied then we know from
the considerations above that the operators M1, . . . , Mr+m are mutually commuting and Theorem
2.4.32 implies that the O-border prebasis G is in fact the O-border basis of 〈G〉.

This motivates the following definition (see also [KK05, Def. 17]).

Definition 2.4.34. Let j1 , j2 ∈ J.

(i) The border terms bj1 , bj2 are called i1-next-door neighbors if there exist i1, i2 ∈ {1, . . . , r+m}, i ∈
I such that

(a) ξi1 bj1 = bj2 ,

(b) ξi2 ti = bj1 , and

(c) ξi1 ti ∈ O.

(ii) The border terms bj1 , bj2 are called i1, i2-across-the-street neighbors if there exist i1, i2 ∈ {1, . . . ,
r + m}, i ∈ I such that

(a) ξi1 bj1 = ξi2 bj2 ,

(b) ξi1 ti = bj2 , and

(c) ξi2 ti = bj1 .

(iii) The border terms bj1 , bj2 are called neighbors if they are next-door neighbors or across-the-street
neighbors.

(iv) The border term bj is called i1-individual if there exist i1 ∈ {1, . . . , r}, i2 ∈ {1, . . . , r + m}, i ∈ I
such that

(a) ξi1 bj ∈ O,

(b) ξi2 ti = bj and

(c) ξi1 ti ∈ O.
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Remark 2.4.35. It is possible that bj1 and bj2 are next-door and across-the-street neighbors at the same
time. Consider, e.g., m = 0, n = 2, E = {1} and let the orthant decomposition Ξ have the generators
ξ1 = σ1, ξ2 = σ1σ2, ξ3 = σ2, ξ4 = σ−1

1 , ξ5 = σ−1
2 where for i = 1, . . . , 4 the orthant Ξi is generated by

ξi, ξi+1 and Ξ5 is generated by ξ5, ξ1. Let O := {1, σ2}. Then b1 := σ1 and b2 := σ1σ2 are elements of
∂O. On one hand b1 and b2 are 3-next-door neighbors and on the other hand they are 2, 1-across-the-street
neighbors.

In contrast to Gröbner bases for border bases it only makes sense to define S-polynomials for
operators which are associated to neighbors (see also [KK06, Def. 2]). In addition we also have
to deal with operators associated to i-individuals.

Definition 2.4.36. Let O be a difference-skew-differential order module G = {gj | j ∈ J} an O-border
prebasis and let i, i1, i2 ∈ I, j1, j2 ∈ J such that bj1 , bj2 are

(i) i-next-door neighbors with ξibj1 = bj2 . Then we define the i-th S-polynomial of gj1 and gj2 by

Si(gj1 , gj2) := ξigj1 − gj2 .

(ii) i1, i2-across-the-street neighbors with ξi1 bj1 = ξi2 bj2 . Then we define the i1, i2-th S-polynomial of
gj1 and gj2 by

Si1,i2(gj1 , gj2) := ξi1 gj1 − ξi2 gj2 .

Let i ∈ {1, . . . , r}, j ∈ J be such that the border term bj is i-individual. Then we define the i-th T-
polynomial of gj by

Ti(gj) := ξigj.

Remark 2.4.37. It follows from Remark 2.4.35 that two O-border prebasis elements can have several
S-polynomials. If they have a unique S-polynomial we sometimes omit the index specifying the kind of
S-polynomial.

From the considerations above we obtain the following theorem resembling [KK05, Prop. 18]
for our setting.

Theorem 2.4.38. LetO be a difference-skew-differential order module and G = {gj | j ∈ J} anO-border
prebasis. LetM = 〈G〉. TFAE

(i) G is an O-border basis ofM.

(ii) For j1, j2 ∈ J and λ, µ ∈ [∆, Σ∗] such that λbj1 = µbj2 we have

0 ∈ remO,G(λgj1 − µgj2),

and for j ∈ J and λ ∈ [∆, Σ∗] we have

0 ∈ remO,G(λgj).

(iii) For all j1, j2 ∈ J and i ∈ {1, . . . , r + m} such that bj1 and bj2 are i-next-door neighbors we have

0 ∈ remO,G(Si(gj1 , gj2)),

for all j1, j2 ∈ J and i1, i2 ∈ {1, . . . , r+m} such that bj1 and bj2 are i1, i2-across-the-street-neighbors
we have

0 ∈ remO,G(Si1,i2(gj1 , gj2)),

and for all j ∈ J and i ∈ {1, . . . , r} such that bj is i-individual we have

0 ∈ remO,G(Ti(gj)).
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Proof. “(i)=⇒(ii)”: For λ, µ ∈ [∆, Σ∗] we have λgj1 − µgj2 ∈ M. If G is the O-border basis of 〈G〉
then by Lemma 2.4.26 we obtain remO,G(λgj1 − µgj2) = {0} and remO,G(λgj) = {0}.
“(ii)=⇒(iii)”: Obvious.
“(iii)=⇒(i)”: The above calculations show that from (iii) we get that the operators M1, . . . , Mr
are mutually commuting. By Theorem 2.4.32 this is equivalent to G being the O-border basis of
〈G〉.

Example 2.4.39. Let m = 0, n = 2, E = {1} and let Ξ = {Ξk | 1 ≤ k ≤ 3}, where Ξ1 is generated
by σ1, σ2, Ξ2 is generated by σ1, σ−1

1 σ−1
2 , and Ξ3 is generated by σ2, σ−1

1 σ−1
2 (compare Example 2.2.3).

We set ξ1 := σ1, ξ2 := σ2 and ξ3 := σ−1
1 σ−1

2 . Let O := {1, σ1, σ−1
2 , σ−1

1 σ−1
2 , σ−1

1 σ−1
2 , σ−2

1 σ−1
2 }. Then

∂O = {σ2, σ2
1 , σ−3

1 σ−3
2 , σ−1

1 , σ1σ2, σ−2
1 σ−3

2 , σ1σ−1
2 , σ−2

2 , σ−2
1 σ−1

2 }. Let α ∈ K be such that σ2(α) = α
and letM := 〈G〉 where G = {g1, . . . , g9} is given by

g1 := σ2 − σ−1
2 , g2 := σ2

1 −
1
α σ−1

1 σ−1
2 ,

g3 := σ−3
1 σ−3

2 − s−2
1 (α), g4 := σ−1

1 − σ−1
1 σ−2

2 ,
g5 := σ1σ2 − 1

s−1
1 (α)

σ−2
1 σ−2

2 , g6 := σ−2
1 σ−3

2 − s−1
1 (α)σ1,

g7 := σ1σ−1
2 − 1

s−1
1 (α)

σ−2
1 σ−2

2 , g8 := σ−2
2 − 1,

g9 := σ−2
1 σ−1

2 − s−1
1 (α)σ1.

σ1

σ2

σ−1
1 σ−1

2

? ?

?

?

?

??

?

?

g1

g2

g3

g4

g5

g6

g7

g8

g9

The set of next-door neighbors consists of the pairs {(b1, b5), (b3, b6), (b1, b4), (b4, b9), (b2, b7), (b7,
b8)}, the set of across-the-street neighbors consists of the pairs {(b2, b5), (b6, b8), (b3, b9)} and the set of
individuals consists of {b4, b5, b6, b9}. We have

remO,G(S1(g1, g5)) = remO,G

(
−σ1σ−1

2 +
1

s−1
1 (α)

σ−2
1 σ−2

2

)
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= remO,G(−g7)

= {0},
remO,G(S1(g3, g6)) = remO,G(−s−1

1 (α)σ1 + s−1
1 (α)σ1)

= {0},
remO,G(S3(g1, g4)) = remO,G(−σ−1

1 σ−2
2 + σ−1

1 σ−2
2 )

= {0},
remO,G(S3(g4, g9)) = remO,G(−σ−2

1 σ−3
2 + s−1

1 (α)σ1)

= remO,G(−g6)

= {0},

remO,G(S3(g2, g7)) = remO,G

(
− 1

s−1
1 (α)

σ−2
1 σ−2

2 +
1

s−1
1 (α)

σ−2
1 σ−2

2

)
= {0},

remO,G(S3(g7, g8)) = remO,G

(
− 1

s−2
1 (α)

σ−3
1 σ−3

2 + 1

)

= remO,G

(
− 1

s−2
1 (α)

g3

)
= {0},

remO,G(S2,1(g2, g5)) = remO,G

(
− 1

α
σ−1

1 +
1
α

σ−1
1 σ−2

2

)
= remO,G

(
− 1

α
g4

)
= {0},

remO,G(S1,3(g6, g8)) = remO,G(−ασ2
1 + σ−1

1 σ−1
2 )

= remO,G(−αg2)

= {0},
remO,G(S2,3(g3, g9)) = remO,G(−s−2

1 (α)σ2 + s−2
1 (α)σ−1

2 )

= remO,G(−s−2
1 (α)g1)

= {0},
remO,G(T1(g4)) = remO,G(1− σ−2

2 )

= remO,G(−g8)

= {0},

remO,G(T3(g5)) = remO,G

(
1− 1

s−2
1 (α)

σ−3
1 σ−3

2

)

= remO,G

(
− 1

s−2
1 (α)

g3

)
= {0},

remO,G(T2(g6)) = remO,G(σ
−2
1 σ−2

2 − s−1
1 (α)σ1σ2)

= remO,G(−s−1
1 (α)g5)

= {0},
remO,G(T1(g9)) = remO,G(σ

−1
1 σ−1

2 − ασ2
1 )

= remO,G(−αg2)
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= {0}.

Using Theorem 2.4.38 we conclude that G is the O-border basis ofM.
Let the generalized term order≺ be as in Example 2.4.23. Since C(O) = {b1, b2, b3} and for j = 1, 2, 3

we have lt≺(gj) = bj it follows from Theorem 2.4.22 that {g1, g2, g3} is a ≺-Gröbner basis ofM.
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As pointed out, e.g., in [Eis95, Bre98] Hilbert polynomials occupy a key position in algebraic
geometry, combinatorics, and commutative algebra. The prefered method of their algorithmic
computation for filtered and graded modules is provided by the theory of Gröbner bases – see,
e.g., [CLO92]. Kolchin [Kol64] introduced the differential dimension polynomial as the equiva-
lent of the Hilbert polynomial in differential algebra. For a given system of differential equations
the associated differential dimension polynomial describes the number of arbitrary constants in
the system’s general solution.

As pointed out by Levin [Lev07a] the importance of differential dimension polynomials rests
on three pilars.

(i) Mikhalev and Pankratev [MP80] showed that for a system of linear differential equations
the associated differential dimension polynomial expresses the system’s “strength” in the
sense of Einstein [Ein53].

(ii) A differential dimension polynomial carries invariants characterizing a difference-differen-
tial field extension independent of the choosen representation [Joh69a, JS78, Kol73, Sit78,
MP80].

(iii) Dimension polynomials of prime differential ideals are useful tools in dimension theory of
differential rings [Joh69b, KLMP99].

The theory of Gröbner bases in modules over rings of differential operators was developed
by Mikhalev and Pankratev [MP80, MP89], Oaku and Shimoyama [OS94], Insa and Pauer [IP98].
Characteristic set methods for the computation of differential dimension polynomials arising
from the proof of Kolchin’s theorem [Kol73] were developed by Mikhalev and Pankratev [MP80].
A third method of computation of a differential dimension polynomial associated with a differ-
ential field extension uses the Hilbert polynomial of the associated module of Kähler differen-
tials which Johnson proved to coincide with the differential dimension polynomial in concern
[Joh69a, Joh69c]. Mikhalev and Pankratev computed Einstein’s strength for several systems of
differential equations from mathematical physics, including – amongst others – the Wave equa-
tion, Maxwell’s equations, and Dirac equations.

Difference equations naturally arise in numerical solution methods for differential equations.
Consequently there exists a theory of difference dimension polynomials, too. They were intro-
duced by Levin [Lev78, Lev80, Lev82, Lev85a] for difference field extensions and modules over
rings of difference operators.

Considering (a system of) partial differential equations it is natural to try isolating one of
the involved derivations and apply a difference scheme for it leading to a system of difference-
differential equations. Another reason to consider such systems is provided by considering dif-
ferential equations involving, e.g., time delays giving rise to shifts and hence involving differ-
ences. The computation of differential, and difference dimension polynomials using Gröbner
basis techniques in modules over rings of differential, and difference operators, respectively, is
explained in [KLMP99].

Again it was Levin [Lev85b, Lev87] who combined the notions of differential and difference
dimension polynomials and considered difference-differential dimension polynomials. Results
for difference-differential modules and field extensions are provided in [LM88, LM91]. The algo-
rithmic computation of difference-differential dimension polynomials by Gröbner bases in mod-
ules over rings of difference-differential operators is developed in [Lev00, ZW06, ZW08b].

Another direction of research on dimension polynomials associated with systems of partial
difference-differential equations emanates from grouping the involved derivations and automor-
phisms in different groups and considering the degrees of freedom of the system with respect
to these groups. Levin [Lev07a, Lev07b, Lev07c, Lev08] as well as Zhou and Winkler [ZW08a]
provided algorithms based on Gröbner basis techniques for their computation.

Considering derivatives with weights Shananin was able to prove several interesting analytic
results [Sha00a, Sha00b, Sha02, Sha09].
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3.1 Uni- and multivariate difference-skew-differential dimen-
sion polynomials

In this section we will introduce the notion of weighted filtrations and consider dimension func-
tions for excellently weighted filtered modules over rings of difference-skew-differential opera-
tors. This leads to a generalization of Kolchin’s result on differential dimension polynomials.

Unless otherwise noted, throughout this section let K be a difference-skew-differential field,
{τ1, . . . , τm} a set of mutually commuting injective endomorphisms on K, ∆ = {δ1, . . . , δm} a basic
set of skew-derivations such that for i = 1, . . . , m the skew-derivation δi is a skew-derivation with
respect to τi, respectively, and {σ1, . . . , σn} a basic set of automorphisms. By E we always denote
the finite set {e1, . . . , eq} of free generators of a free difference-skew-differential module.

3.1.1 Weighted filtrations

For any finitely generated difference-skew-differential moduleM with generators m1, . . . , mq, a
weight vector α ∈ Qm+n

0 , and k ∈ Z define the α-filtration (Mα,k)k∈Z ofM by

Mα,k :=

{
q

∑
j=1

pjmj

∣∣∣∣∣ ∀1≤j≤q pj ∈ K[∆, Σ∗], ordα(pj) ≤ k

}
,

and let

ψ̄α : Z → N,

k 7→ dimK(Mα,k).

If no confusion is possible we will writeMk and ψ̄ instead ofMα,k and ψ̄α, respectively. To the
present author Franz Winkler raised the question whether ψ̄α can be computed by Gröbner basis
methods and independently Alexander Levin brought up the question of its general form.

We rephrase the problem in the following more general way. Let Ξ be an orthant decomposi-
tion of [∆, Σ∗] with generators ξ1, . . . , ξr. For any finitely generated difference-skew-differential
module M with generators m1, . . . , mq, a weight vector α ∈ Qm+r

0 , and k ∈ Z define the α-Ξ-
filtration (Mα,Ξ,k)k∈Z ofM

Mα,Ξ,k :=

{
q

∑
j=1

pjmj

∣∣∣∣∣ ∀1≤j≤q pj ∈ K[∆, Σ∗], ordα,Ξ(pj) ≤ k

}
,

and let

ψ̄α,Ξ : Z → N,

k 7→ dimK(Mα,Ξ,k).

If α is clear from the context we will writeMΞ,k and ψ̄Ξ instead ofMα,Ξ,k and ψ̄α,Ξ, respectively.
Recall that a filtered ring is a ring R together with an ascending chain (Rk)k∈Z of additive

subgroups of R such that 1 ∈ R0 and for all k, l ∈ Z we have RkRl ⊆ Rk+l . The family (Rk)k∈Z is
called (ascending) filtration of R and its elements are called components of the filtration.

We introduce the notion of weighted filtrations as follows.

Definition 3.1.1. Let Ξ be an orthant decomposition of R = K[∆, Σ∗] with generators ξ1, . . . , ξr, and
consider a weight vector α ∈ Qm+r

0 . A left R-module M is called a (left) filtered R-module if there
exists an ascending chain (Mk)k∈Z of additive subgroups of M such that for all k, l ∈ Z we have
{ f ∈ R | ordα,Ξ( f ) ≤ k}Ml ⊆ Mk+l . The family (Mk)k∈Z is called weighted (or α-) filtration of
M and its elements are called components of the filtration. If
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(i) for every k ∈ Z the componentMk is finitely generated as a K-vector space, and

(ii) there exist 0 < s ∈N and l0 ∈ Z such that for all l0 ≤ l ∈ Z we have

Ml =

{
f ∈ R

∣∣∣∣ ordα,Ξ( f ) ≤
⌊

l − l0
s

⌋
s
}
Ml0+(l−l0 mod s).

then the weighted filtration (Mk)k∈Z is called excellent and s is called the period of (Ml)l∈Z.

Example 3.1.2. Let Ξ be an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr, and α ∈ Qm+r
+ .

Define the least common multiple lcm of α by

lcm(α) := min{p | there exist a1, . . . , ar+m ∈N such that

a1α1 = · · · = ar+mαr+m = p ∈N},

and define the filtration (K[∆, Σ∗]k)k∈Z by

K[∆, Σ∗]k := { f ∈ K[∆, Σ∗] | ordα,Ξ( f ) ≤ k}.

LetM be a finitely generated difference-skew-differential module. Then (Mα,Ξ,k)k∈Z is a weighted filtra-
tion ofM, every componentMα,Ξ,k is finitely generated as a K-vector space, and for any q1 ∈ Z, q2 ∈
{0, . . . , lcm(α)− 1} satisfying

q1 = q2 mod lcm(α)

we have
Mα,Ξ,q1 = K[∆, Σ∗]q1−q2Mα,Ξ,q2 ,

i.e., the weighted filtration (Mα,Ξ,k)k∈Z is excellent.

3.1.2 Univariate difference-skew-differential dimension polynomials

We recall some basic facts about quasipolynomials [Sta97]. Remember that a function f : N→N

is called quasipolynomial if there exists s ∈N and polynomials p0, . . . , ps−1 such that for all n ∈N

with n ≡ i mod s we have f (n) = pi(n). The polynomials p0, . . . , ps−1 are called the constituents
and s is called the period of f . Equivalently f can be written as f (n) = cd(n)nd + cd−1(n)nd−1 +
· · ·+ c0(n) for periodic functions cd, . . . , c0 with integral period. If cd . 0 then the degree of f is
defined to be d. If f ≡ 0 then deg( f ) := −∞.

Obviously, any finite sum of quasipolynomials is again a quasipolynomial.

Remark 3.1.3. It is easy to see that for any quasipolynomial f with period s and any 0 < m, n ∈ N also
the function g : N→N defined by g : t 7→ f (m+ tn) is a quasipolynomial in t with period≤ lcm(s, n).

Theorem 3.1.4. Let M be a finitely generated difference-skew-differential module with generators m1,
. . . , mq, Ξ an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr, E = {e1, . . . , eq} a finite set
of generators of a free difference-skew-differential module, α ∈ Qm+r

0 a weight vector and ≺ a generalized
term order on [∆, Σ∗]E respecting α. By π : K[∆, Σ∗]E → M we denote the difference-skew-differential
epimorphism given by π(ei) = mi for i = 1, . . . , q. Let G be a ≺-Gröbner basis of the K[∆, Σ∗]E-
submodule ker(π) and for all k ∈N define

Uk := {λ ∈ [∆, Σ∗]E | ordα,Ξ(λ) ≤ k, @µ∈[∆,Σ∗ ],g∈G lt≺(µg) = λ}.

Then for all k ∈N we have |Uk| = dimK(Mα,Ξ,k).
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Proof. We show that π(Uk) is a basis of the K-vector space Mα,Ξ,k. Consider λmi < π(Uk) with
i ∈ {1, . . . , q}, λ ∈ [∆, Σ∗] and ordα,Ξ(λ) ≤ k. First we show that λmi can be written as a finite
K-linear combination of elements of π(Uk). Obviously this holds true for λ = 1. So assume that
it holds for all terms ηmj with π(ηmj) = ηej ≺ λei. From λmi < π(Uk) we obtain λei < Uk, i.e.,
there exist µ ∈ [∆, Σ∗], g ∈ G with λei = lt(µg) and ordα,Ξ(µg) ≤ k. Hence,

µg = aλei + ∑
ordα,Ξ(η)≤k,j∈{1,...,q}

aη,jηej,

where a , 0 and aη,j , 0 for only finitely many η, j. Obviously, ηej ≺ λei = lt(µg) and since ≺
respects α we obtain ordα,Ξ(η) ≤ k. From G ⊆ N = ker(π) we get π(g) = 0 which implies

0 = µπ(g)
= π(µg)
= aπ(λei) + ∑

ordα,Ξ(η)≤k,j∈{1,...,q}
aη,jπ(ηej)

= aλmi + ∑
ordα,Ξ(η)≤k,j∈{1,...,q}

aη,jηmj.

Hence, λmi is a finite K-linear combination of elements of the form ηmj with ordα,Ξ(η) ≤ k and
ηej ≺ λei. By induction we conclude that there exist bη,j ∈ K such that

λmi = ∑
ordα,Ξ(η)≤k,j∈{1,...,q}

bη,jηmj

with ηmj ∈ π(Uk) for all η, j such that bη,j , 0.
Regarding K-linear independence assume that there exist a1, . . . , av ∈ K, u1, . . . , uv ∈ Uk with

∑v
i=1 aiπ(ui) = 0. Then f = ∑v

i=1 aiui ∈ N and from

ui < {lt(µg) | ordα,Ξ(µ) ≤ k, g ∈ G}

we get
lt( f ) < {lt(µg) | ordα,Ξ(µ) ≤ k, g ∈ G}.

So f ∈ N is ≺-reduced modulo G, i.e., f = 0. This implies a1 = · · · = av = 0 which means
that π(Uk) is K-linearly independent, i.e., it is a basis ofMα,Ξ,k. Since π is a bijection on Uk we
conclude |Uk| = dimK(Mα,Ξ,k).

Using Gröbner basis techniques it is easy to compute the cardinality of Uk for a fixed k. The
theory of Ehrhart polynomials enables us to compute the cardinality of Uk and hence also the
K-dimension ofMk efficiently.

For the definition and some fundamental properties of Ehrhart quasipolynomials see also
[Sta97]. By a convex polytope P in Rv or a convex Rv-polytope we mean the convex hull of a
finite set of points in Rv. For some d ∈ {0, . . . , v} the affine span of P is a d-dimensional affine
subspace of Rv. A point a ∈ P is a vertex of P if it is not an element of the interior of any line
segment contained in P. If V denotes the set of vertices of P then V is finite and P is the convex
hull of V. P is called integer polytope if all vertices of P have integer coordinates and it is called
rational polytope if all vertices of P have rational coordinates.

Let P be a convex polytope in Rv. For any u ∈ N by uP we denote the polytope obtained by
expanding P by a factor of u in each dimension. Ehrhart [Ehr62] proved the following theorem.

Theorem 3.1.5. Let P be a convex integer polytope in Rv and for 0 < t ∈ N let f (t) denote the number
of points contained in Zv ∩ tP. Then f is a polynomial in t and deg( f ) ≤ v.

In [Sta97] the following theorem is proven.
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Theorem 3.1.6. Let P̃ be a convex rational polytope in Rv and for 0 < t ∈N let f̃ (t) denote the number
of points contained in Zv ∩ P. Then f̃ is a quasipolynomial in t.

Definition 3.1.7. The polynomial f , and quasipolynomial f̃ whose existence is established in Theorem
3.1.5, and Theorem 3.1.6 is called Ehrhart polynomial of P, and Ehrhart quasipolynomial of P̃, re-
spectively.

We will make use of the following lemma.

Lemma 3.1.8. Let K be a difference-skew-differential field with basic sets ∆ = {δ1, . . . , δm} and Σ =
{σ1, . . . , σn} of skew-derivations and automorphisms, respectively. Let Ξ be an orthant decomposition
of [∆, Σ∗], E = {e1, . . . , eq} a finite set of generators of a free difference-skew-differential module and
G ⊆ K[∆, Σ∗]E finite. Furthermore let α ∈ Qm+r

+ be a weight vector and ≺ a generalized term order
respecting α. For k ∈N let Uk ⊆ [∆, Σ∗]E be given by

Uk := {λ ∈ [∆, Σ∗]E | ordα,Ξ(λ) ≤ k, @µ∈[∆,Σ∗ ],g∈G lt≺(µg) = λ}.

Then there exists a quasipolynomial f such that for all k ∈N sufficiently large we have f (k) = |Uk|.

Proof. Let Ξ be the orthant decomposition {Ξl | 1 ≤ l ≤ p} of [∆, Σ∗]. By Exercise 10.2) of [BK94]
the intersection of two finitely generated subsemigroups of a commutative semigroup is finitely
generated. It follows that for any ∅ , S ⊆ {1, . . . , p} the intersection ΞS :=

⋂
s∈S Ξs is finitely

generated, say by elements ξS,1, . . . , ξS,vS for some vS ∈ N (note that m ≤ vS for all ∅ , S ⊆
{1, . . . , p}). Assume that ordα,Ξ(ξS,1) ≤ . . . ≤ ordα,Ξ(ξS,vS). Naturally, because ξS,1, . . . , ξS,vS are
a generating set for ΞS but not necessarily a basis, the elements ξS,1, . . . , ξS,vS satisfy relations of
the form

ξk1
S,1 · · · ξ

kvS
S,vS
− ξ l1

S,1 · · · ξ
lvS
S,vS

= 0.

Let XS := {x1, . . . , xvs} and consider the polynomial ring K[XS], let M = {m1, . . . , mq} be gen-
erators of a free K[XS]-module and let π : K[x1, . . . , xvs ]M → K[ξS,1, . . . , ξS,vS ]E be the natural
epimorphism ∀i∈{1,...,vS},j∈{1,...,q}ximj 7→ ξS,iej. Let G̃S be a Gröbner basis of ker(π) with respect

to an admissible order ≺S satisfying for all λ = xt1
1 · · · x

tvS
vS , µ = xl1

1 · · · x
lvS
vS , j ∈ {1, . . . , q} the

condition
vS

∑
i=1

ti ordα,Ξ(ξS,i) <
vs

∑
i=1

li ordα,Ξ(ξS,i) =⇒ λmj ≺S µmj,

and MS the set of all elements of [XS]M which are irreducible modulo G̃S. For any λ ∈ [XS]M
by NF≺S(λ) we denote the normal form of λ under reduction modulo G̃S with respect to ≺S.

Then there exists a natural isomorpism φS : ΞSE → MS given by φS : ΞSE 3 ξt1
S,1 · · · ξ

tvS
S,vS

ej 7→
NF≺S(xt1

1 · · · x
tvs
vS mj) ∈ MS.

The ring K[XS] is Noetherian which impies that the (left) K[XS]-submodule MS ⊆ K[XS]M
generated by the set{

xt1
1 · · · x

tvS
vS mj

∣∣∣ ∃µ∈[∆,Σ∗ ],g∈Gξt1
S,1 · · · ξ

tvS
S,vS

ej = lt≺(µg) ∈ KΞSE
}

is finitely generated. Let GS be a Gröbner basis of ker(π) ∪ MS with respect to ≺S. Note that

ordα,Ξ(ξS,i) ∈ Q+ for all ∅ , S ⊆ {1, . . . , p}, i ∈ {1, . . . , vS}. Now for any µ = xt1
1 · · · x

tvS
vS ∈ [XS]

let mµ,1, mµ,2 ∈ N with gcd(mµ,1, mµ,2) = 1 and ordα,Ξ(ξ
t1
S,1 · · · ξ

tvS
S,vS

) ≡ mµ,1/mµ,2 mod 1. For

k ∈ N let Pµ,S(k) denote the rational RvS -polytope with vertices (t1, . . . , tvS), (t1 + (
mµ,2−mµ,1

mµ,2
+

k) ordα,Ξ(ξS,1)
−1, t2, . . . , tvS), . . . , (t1, . . . , tvS−1, kvS + (

mµ,2−mµ,1
mµ,2

+ k) ordα,Ξ(ξS,vS)
−1). Let P̃µ,S be

the rational RvS polytope with vertices (0, . . . , 0), ((mµ,2 ordα,Ξ(ξS,1))
−1, 0, . . . , 0), . . . , (0, . . . , 0,

(mµ,2 ordα,Ξ(ξS,vS))
−1). Then P̃µ,S satisfies

(mµ,2 −mµ,1 + kmµ,2)P̃µ,S = Pµ,S(k)− (t1, . . . , tvS). (3.1)
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By Theorem 3.1.6 there exists a quasipolynomial f̃µ,S such that for all 0 < k ∈N we have

f̃µ,S(k) = |kP̃µ,S ∩ZvS |,

and by Remark 3.1.3 it follows from (3.1) that there exists a quasipolynomial fµ,S such that for all
k ∈N with k > ordα,Ξ(µ) we have

fµ,S(k) = |Pµ,S(bk− ordα,Ξ(µ)c) ∩ZvS |.

For ease of notation we use the convention f0,S := 0. Since GS is finite there exist wS ∈N, gS,1, . . . ,
gS,wS ∈ K[XS]M such that we can write GS = {gS,1, . . . , gS,wS}. For 1 ≤ w ≤ wS and 1 ≤ v1 <
· · · < vw ≤ wS by uv1,...,vw we denote the least common multiple of {lt≺S(gS,vi ) | i = 1, . . . , w}. By
the Principle of Inclusion-Exclusion [Sta97, Ch. 2.1] we obtain that there exists a quasipolynomial
fS given by

fS(k) =
q

∑
j=1

fej ,S(k) +
wS

∑
w=1

∑
1≤v1<···<vw≤wS

(−1)w fuv1,...,vw ,S(k),

such that for all k ∈N sufficiently large we have

fS(k) =

∣∣∣∣∣∣P1,S(k) \
⋃

i∈{1,...,wS}
Plt≺S (gS,i),S(k)

∣∣∣∣∣∣ .

On the other hand we have

P1,S(k) \
⋃

i∈{1,...,wS}
Plt≺S (gS,i),S(k)

= φ
(
{λ ∈ ΞSE | ordα,Ξ(λ) ≤ k, @µ∈[∆,Σ∗ ],g∈G lt≺(µg) = λ}

)
.

Since φS is an isomorphism we obtain for all k ∈N sufficiently large

fS(k) =
∣∣∣{λ ∈ ΞSE | ordα,Ξ(λ) ≤ k, @µ∈[∆,Σ∗ ],g∈G lt≺(µg) = λ}

∣∣∣ .

Therefore there exists a quasipolynomial f given by

f (k) = ∑
∅,S⊆{1,...,p}

(−1)|S|−1 fS(t),

satisfying for all k ∈N sufficiently large

f (k) =
∣∣∣{λ ∈ K[∆, Σ∗]E | ordα,Ξ(λ) ≤ k, @µ∈[∆,Σ∗ ],g∈G lt≺(µg) = λ}

∣∣∣ .

From Theorem 3.1.4 and Lemma 3.1.8 we obtain the following corollary extending [KLMP99,
Thm. 6.7.3.] to the described setting.

Corollary 3.1.9. Let K be a difference-skew-differential field with basic sets ∆ = {δ1, . . . , δm} and
Σ = {σ1, . . . , σn} of derivations and automorphisms, respectively. Let Ξ be an orthant decomposi-
tion, α a weight vector, and M a finitely generated K[∆, Σ∗]-module with excellent weighted filtration
(Mα,Ξ,k)k∈Z. Then there exists a quasipolynomial ψα,Ξ satisfying for all sufficiently large k ∈ N the
equation

ψα,Ξ(k) = dimK(Mα,Ξ,k).

Definition 3.1.10. The quasipolynomial ψα,Ξ whose existence has been established in Corollary 3.1.9 is
called difference-skew-differential dimension quasipolynomial associated with the excellent weighted
filtration (Mα,Ξ,k)k∈Z or α-Ξ-difference-skew-differential dimension quasipolynomial (or α-di-
mension quasipolynomial if Ξ is clear from the context) associated withM.

Definition 3.1.11. If Ξ is the canonical orthant decomposition and α = (1, . . . , 1) ∈ Qm+2n

+ then the
degree of ψα,Ξ is called the dimension of the difference-skew-differential moduleM.
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3.1.3 Weighted differential dimension polynomials of differential field ex-
tensions

It has been pointed out to the author by Alexander Levin that Corollary 3.1.9 allows us to gen-
eralize Kolchin’s result on differential dimension polynomials [Kol73, Chapter II, Theorem 6]. In
order to express his (and also our) result we extend the notion of filtration of a differential field
extension (cf. [KLMP99, Definition 5.2.1.]) to our setting introducing weights.

Definition 3.1.12. Let G be a differential field with basic set ∆ = {δ1, . . . , δm} of derivations, F a ∆-
subfield of G, and α ∈ Qm

+ a weight vector. An α-filtration or weighted filtration of G over F is an
ascending sequence (Gk)k∈Z of (nondifferential) subfields of G such that

(i) for all k < 0 we have Gk = F,

(ii) for all λ ∈ [∆], g ∈ Gk with ordα(λ) ≤ 1 we have λg ∈ Gk+1, and

(iii)
⋃

k∈Z Gk = G.

If in addition

(iv) for all k ∈ Z the field Gk is finitely generated over F, and

(v) there exist 0 < s ∈N and k0 ∈ Z such that for all k0 < k ∈ Z we have

Gk = Gk0+(k−k0 mod s)

(
K[∆]⌊ k−k0

s

⌋Gk0+(k−k0 mod s)

)
,

then the weighted filtration (Gk)k∈Z is called excellent.

Consider an excellent α-filtration (Gk)k∈Z of a ∆-extension G of F. For k ∈ Z let Ωk denote
the G-subspace of the module of differentials ΩG/F generated by {dg | g ∈ Gk} (cf. Subsection
2.1.4 for the definition of dg). Then (Ωk)k∈Z is an excellent α-filtration of ΩG/F.

Recall that for a field extension G of a field F the transcendence degree of G over F is defined as
the maximal number of elements of G which are algebraically independent over F and is denoted
by trdegF G.

Theorem 3.1.13. Let F be a differential field with basic set ∆ = {δ1, . . . , δm}, G = F(g1, . . . , gq) a
finitely generated ∆-extension of F, and α ∈ Qm

+ a weight vector. Let the filtration (Gk)k∈ be given by

Gk = F({λgi | ordα(λ) ≤ k, i = 1, . . . , q}).

Then there exists a quasipolynomial χ such that for all k ∈N sufficiently large we have χ(k) = trdegF Gk
and χ coincides with the α-dimension quasipolynomial of ΩG/F.

Proof. By Corollary 3.1.9 there exists a quasipolynomial χ such that for all k ∈N sufficiently large
we have χ(k) = dimG(Ωk).

If (ηa)a∈Ak is a transcendence basis of Gk over F for some index set Ak, then {dηa | a ∈ Ak}
generates the G-space Ωk. For any a ∈ Ak there exists a derivation Da ∈ DerF Gk such that

(i) for all a , b ∈ Ak we have Da(ηb) = 0, and

(ii) Da(ηa) = 1.

By Proposition 2.1.6 the derivation Da can be extended uniquely to a derivation D̄a on G. Assume
there exists (λa)a∈Ak ⊆ G with

∑
a∈Ak

λadηa = 0.
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Then

0 = ∑
a∈Ak

λadηa(D̄b)

= ∑
a∈Ak

λaD̄b(ηa)

= λb

for all b ∈ Ak. Hence, the system {dηa | a ∈ Ak} is G-linearly independent. Therefore we obtain
trdegF(Gk) = dimG(Ωk) which proves the claim.

Definition 3.1.14. The quasipolynomial χ whose existence is proved in Theorem 3.1.13 is called weigh-
ted (or α-) differential dimension quasipolynomial of the ∆-field extension G over F.

3.1.4 Weighted multi-filtrations

We can generalize even further by taking into account several weight vectors simultaneously.
Recall that an l-filtered ring or multi-filtered ring is a ring R together with a family (Rk)k∈Zl of

additive subgroups of R such that

(i) 1 ∈ R(0,...,0),

(ii) for all k ≤P k̃ we have Rk ⊆ Rk̃, where ≤P denotes the product-order on Zl , and

(iii) for all k, k̃ ∈ Zl we have RkRk̃ ⊆ Rk+k̃.

The family (Rk)k∈Zl is called (ascending) l-filtration or multi-filtration of R and its elements are
called components of the l-filtration.

We introduce the notion of weighted multi-filtrations as follows.

Definition 3.1.15. Let Ξ be an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr, and T ∈
Q

(m+r)×t
0 a weight matrix. A left K[∆, Σ∗]-module M is called a (left) weighted (or T -) filtered

K[∆, Σ∗]-module or multi-filtered K[∆, Σ∗]-module if there exists a family (Mk)k∈Zt of additive sub-
groups ofM such that for all k ≤P k̃ we haveMk ⊆ Mk̃, and for all k = (k1, . . . , kt), k̃ ∈ Zt we have
{ f ∈ K[∆, Σ∗] | ∀1≤i≤t ordT (i),Ξ( f ) ≤ ki}Mk̃ ⊆ Mk+k̃. The family (Mk)k∈Zt is called weighted (or
T -) filtration or multi-filtration ofM and its elements are called components of the weighted filtration.
If

(i) for every k ∈ Zt the componentMk is finitely generated as a K-vector space, and

(ii) there exist 0 < s = (s1, . . . , st) ∈ Nt and k̃ = (k̃1, . . . , k̃t) ∈ Zt such that for all k̃ ≤P k =
(k1, . . . , kt) ∈ Zt we have

Mk =

{
f ∈ K[∆, Σ∗]

∣∣∣∣ ∀1≤i≤t ordT (i),Ξ( f ) ≤
⌊

ki − k̃i
si

⌋
si

}
M

(k̃i+(ki−k̃i mod si))
t
i=1

,

then the weighted filtration (Mk)k∈Zl is called excellent and s is called the period of (Mk)k∈Zl .

Example 3.1.16. Let Ξ be an orthant decomposition of [∆, Σ∗] generated by ξ1, . . . , ξr, and T ∈ Q
(m+r)×t
0

a weight matrix with columns T (1), . . . , T (t) satisfying aT , 0 for all a ∈ Nm+r \ {0}. For any finitely
generated difference-skew-differential moduleM with generators m1, . . . , mq, and k = (k1, . . . , kt) ∈ Zt

define the T -Ξ-filtration (MT ,Ξ,k)k∈Zt ofM by

MT ,Ξ,k := {λmj | 1 ≤ j ≤ q, ∀1≤i≤t ordT (i),Ξ(i)(λ) ≤ ki}.
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If T and Ξ are clear from the context we will writeMk instead ofMT ,Ξ,k. For k = (k1, . . . , kt) define the
t-filtration (K[∆, Σ∗]T ,Ξ,k)k∈Zt by

K[∆, Σ∗]k := { f ∈ K[∆, Σ∗] | ∀i=1,...,t ordT (i),Ξ(i)( f ) ≤ ki}.

Then for any q̃ = (q̃1, . . . , q̃t) ∈ Zt, q1 ∈ {0, . . . , lcm(T (1)) − 1}, . . . , qt ∈ {0, . . . , lcm(T (t)) −
1}, q = (q1, . . . , qt) satisfying for all i = 1, . . . t the condition

q̃i = qi mod lcm(T (i)),

we have
MT ,Ξ,q̃ = K[∆, Σ∗]q̃−qMT ,Ξ,q,

i.e., the weighted filtration (MT ,Ξ,k)k∈Zt is excellent.

3.1.5 Multivariate difference-skew-differential dimension polynomials

With the notation of the previous subsection let

ψ̄α,Ξ : Zt → N

k 7→ dimK(MT ,Ξ,k).

If T and Ξ are clear from the context we will write ψ̄ instead of ψ̄α,Ξ. We are interested in the
general form of ψ̄.

In Theorem 3.1.4 we established the existence of weighted difference-skew-differential dimen-
sion quasipolynomials. As a generalization of Theorem 3.1.4, [Lev07a, Theorem 4.1], [ZW08a,
Theorem 4.1], and [Lev08, Theorem 3.3.16] to the case where we take into account several weight
vectors in the form of a weight matrix we obtain the following theorem.

Theorem 3.1.17. LetM be a finitely generated difference-skew-differential module with generators m1,
. . . , mq, Ξ an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr, E = {e1, . . . , eq} a finite set

of generators of a free difference-skew-differential module, and T ∈ Q
(m+r)×t
0 a weight matrix such that

there exist generalized term orders ≺1, . . . ,≺t on [∆, Σ∗]E respecting T . By π : K[∆, Σ∗]E → M we
denote the difference-skew-differential epimorphism given by π(ei) = mi for i = 1, . . . , q. Let G be a
≺1-Gröbner basis of the K[∆, Σ∗]E-submodule ker(π) respecting T and for all k = (k1, . . . , kt) ∈ Nt

define Uk := U′k ∪U′′k , where

U′k := {λ ∈ [∆, Σ∗]E | ∀j=1,...,t ordT (j),Ξ(λ) ≤ k j, and λ , lt≺1(µg)

for all µ ∈ [∆, Σ∗], g ∈ G},
U′′k := {λ ∈ [∆, Σ∗]E | ∀j=1,...,t ordT (j),Ξ(λ) ≤ k j, and ∀µ∈[∆,Σ∗ ],g∈Gλ = lt≺1(µg)

=⇒ ∃j∈{2,...,t} ordT (j),Ξ(lt≺j(µg)) > k j}.

Then for all k ∈Nk we have |Uk| = dimK(MT ,Ξ,k).

Proof. For some k ∈ Nt let λmi ∈ MT ,Ξ,k \ π(Uk). Then λei < Uk. Hence, there exist µ ∈
[∆, Σ∗], g ∈ G such that λei = lt≺1(µg) and ordT (j),Ξ(lt≺j(µg)) ≤ k j for all j = 2, . . . , t. Therefore
there exist V ∈ N, a, a1, . . . , aV ∈ K \ {0}, λ, λ1, . . . , λV ∈ [∆, Σ∗], w1, . . . , wV ∈ {1, . . . , q} such
that we can write

µg = aλei +
V

∑
v=1

avλvewv .

Then for all v = 1, . . . , V we have λvewv ≺1 λei = lt≺1(µg) which implies ordT (1),Ξ(λv) ≤ k1.
Furthermore for all j = 2, . . . , t we have ordT (j),Ξ(lt≺j(µg)) ≤ k j and λvewv ≺j lt≺j(µg) which



3.1. WEIGHTED DIMENSION POLYNOMIALS 69

imply ordT (j),Ξ(λv) ≤ k j. Since G ⊆ ker(π) we have π(g) = 0 and

0 = µπ(g) = π(µg) = aπ(λei) +
V

∑
v=1

avπ(λvewv) = aλmi +
V

∑
v=1

avλvmwv .

Hence, λmi is a K-linear combination of elements λvmwv such that for all j ∈ {1, . . . , t} we have
ordT (j),Ξ(λv) ≤ k j and λvewv ≺1 λei. By induction with respect to ≺1 we obtain that there exist
V′ ∈N, b1, . . . , bV′ ∈ K \ {0}, µ1, . . . , µV′ ∈ [∆, Σ∗], c1, . . . , cV′ ∈ {1, . . . , q} such that we can write

λmi =
V′

∑
v=1

bvµvecv ,

such that for all j = 1, . . . , t; v = 1, . . . , V′ we have ordT (j),Ξ(µv) ≤ k j and µvecv ∈ π(Uk).
Suppose that there exist u1, . . . , ul ∈ Uk, a1, . . . , al ∈ K with a1π(u1) + · · ·+ alπ(ul) = 0. Then

h = ∑l
i=1 aiui ∈ ker(π). Since for all i = 1, . . . , l we have

ui <
⋃

g∈G
{lt≺1(λg) | λ ∈ [∆, Σ∗], ∀j=1,...,t ordT (j),Ξ(lt≺j(λg)) ≤ k j}

it is clear that for all i = 1, . . . , l either there exist no λ ∈ [∆, Σ∗], g ∈ G with lt≺1(λg) = ui or for
every λ ∈ [∆, Σ∗], g ∈ G with lt≺1(λg) = ui there exists j ∈ {2, . . . , t} with ordT (j),Ξ(lt≺j(λg)) >
k j. Hence,

lt≺1(h) <
⋃

g∈G
{lt≺1(λg) | λ ∈ [∆, Σ∗], ∀j=1,...,t ordT (j),Ξ(lt≺j(λg)) ≤ ordT (j),Ξ(lt≺j(h))}.

Therefore, h is ≺1-irreducible modulo G respecting T . By Proposition 2.3.11 we conclude h = 0
and a1, . . . , al = 0. So π(Uk) is K-linearly independent, i.e., π(Uk) is a basis ofMT ,Ξ,k. Since π is
a bijection from Uk → π(Uk) we obtain for all k ∈Nt the equality

dimK(MT ,Ξ,k) = |π(Uk)| = |Uk|.

Again for a particular k ∈ Nt using Gröbner basis techniques it is possible to compute
dimK(MT ,Ξ,k). For a result similar to Corollary 3.1.9 we have to try a slightly more elaborate
approach than in the univariate case.

The following generalization of the concept of Ehrhart polynomials is due to Clauss, Loechner
and Wilde [CL96, CLW97]. A good reference is also [LLS08, Section 2.2].

Definition 3.1.18. Let t, v, w ∈N \ {0}, A ∈ Zv×t, C ∈ Zw×t, b ∈ Zt, and p = (p1, . . . , pw) a vector
containing w parameters p1, . . . , pw. Then

Pp := {x ∈ Rv | xA ≤P pC + b}

is called rational v-dimensional parametrized polyhedron. If P− p is bounded for each value of p, it
will be called a parametric polytope.

Definition 3.1.19. Let p = (p1, . . . , pw) be a vector containing w parameters p1, . . . , pw and let f :
Zw → Q such that there exists q = (q1, . . . , qw) ∈ Nw with f (p) = f (p′) whenver for all i = 1, . . . , w
we have pi = p′i mod qi. Then f is called w-dimensional periodic number or multidimensional
periodic number on p1, . . . , pw with period lcm(q1, . . . , qw).

Definition 3.1.20. Let g be a polynomial in w variables p1, . . . , pw such that each coefficient is a multidi-
mensional periodic number on a subset of {p1, . . . , pw}. Then g is called multivariate quasipolynomial.
The period of g is defined to be the least common multiple of the periods of its coefficients.
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Theorem 3.1.21. (Clauss) Let t, v, w ∈ N \ {0}, A ∈ Zv×t, C ∈ Zw×t, b ∈ Zt, p = (p1, . . . , pw)
a vector containing w parameters p1, . . . , pw and Pp a v-dimensional parametric polytope. For k ∈ Nt

let f : Nt → N be given by k 7→ |Pk|. Then f can be represented by a finite set of multivariate
quasipolynomials of degree d, each valid on a different validity domain.

Using Theorem 3.1.21 we obtain the following result.

Theorem 3.1.22. Let E = {e1, . . . , eq} be a finite set of generators of a free skew-differential module, T ∈
Qm×t

0 a weight matrix with columns T (1), . . . , T (t) satisfying |{a ∈ Nt | ∀j=1,...,taT (j) ≤ pj}| < ∞ for
all p = (p1, . . . , pt) ∈ Nt, and ≺1, . . . ,≺t admissible orders on [∆] respecting T . Let G ⊆ K[∆]E be
finite and for all k ∈Nt define Uk := U′k ∪U′′k , where

U′k := {λ ∈ [∆]E | ∀j=1,...,t ordT (j)(λ) ≤ k j, and λ , lt≺1(µg)
for all µ ∈ [∆], g ∈ G},

U′′k := {λ ∈ [∆]E | ∀j=1,...,t ordT (j)(λ) ≤ k j, and ∀µ∈[∆],g∈Gλ = lt≺1(µg)
=⇒ ∃j∈{2,...,t} ordT (j)(lt≺j(µg)) > k j}.

Then the function f : Nt → N given by k 7→ |Uk| can be represented by a finite set of multivariate
quasipolynomials in k, each valid on a different validity domain.

Proof. Obviously, for all k ∈Nt we have

Uk = {λ ∈ [∆]E | ∀j=1,...,t ordT (j)(λ) ≤ k j}
= \{λ ∈ [∆]E | ∃µ∈[∆],g∈G lt≺1(µg) = λ,

∀j=1,...,t ordT (j)(µg) ≤ k j, ordT (j)(λ) ≤ k j}.

By t1 we denote the least common multiple of the denominators of all nonzero entries of T . For
k ∈Nt by P1,µ,k we denote the m-dimensional parametric polytope given by

P1,µ,k = {x ∈ Rm | xT t1 ≤P t1k, l ≤P x}.

Then P1,µ,k ∩Nm is naturally isomorphic to

{λ ∈ [∆]E | λ is ≺1-reducible modulo µ and ∀j=1,...,t ordT (j)(λ) ≤ k j}.

Let f1,µ : Nt →N be given by k 7→ |P1,µ,k|. By Theorem 3.1.21 the function f1,µ can be represented
by a finite set of multivariate quasipolynomials, each valid on a different validity domain. Then
there exists a function f1 : Nt →N given by

f1(k) =
q

∑
j=1

f1,ej(k)

such that for all k ∈Nt sufficiently large we have

f1(k) = |{λ ∈ [∆]E | ∀j=1,...,t ordT (j)(λ) ≤ k j}|

and f1 can be represented by a finite set of multivariate quasipolynomials, each valid on a differ-
ent validity domain.

For k ∈ Nt and any h ∈ K[∆]E \ {0} such that for j = 1, . . . , t there exists hj ∈ Nm with
lt≺j(h) = δhj , where we use multi-index notation, by P2,h,k we denote the m-dimensional para-
metric polytope given by

P2,h,k := {x ∈ Rm | xT t1 ≤P t1k, x ≥P h1, ∀j=2,...,t(x− h1 + hj)T t1 ≤ t1k j}.
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Then P2,h,k ∩Nm is naturally isomorphic to

{λ ∈ [∆]E | ∀j=1,...,t ordT (j)(λ) ≤ k j and ∃η∈[∆]
lt≺1(ηh) = λ, ∀j=2,...,t ordT (j)(ηh) ≤ k j}.

Let f2,h : Nt → N be given by k 7→ |P2,h,k|. By convention f2,0 : Nt → N is given by k 7→ 0. By
Theorem 3.1.21 the function f2,µ can be represented by a finite set of multivariate quasipolyno-
mials, each valid on a different validity domain. Since G is finite there exist w ∈ N, g1, . . . , gw ∈
K[∆]E such that G = {g1, . . . , gw}. For 2 ≤ m ≤ w and 1 ≤ v1 < · · · < vm ≤ w let hv1,...,vm and
gv1,...,vm be given by

hv1,...,vm := lcm(lt≺1(gv1), . . . , lt≺1(gvm)), and

gv1,...,vm :=

hv1,...,vm + ∑t
j=2 ∑m

i=1 lt≺j

( hv1,...,vm
lt≺1 (gvi )

gvi

)
, if hv1,...,vm , 0,

0, otherwise.

By the Principle of Inclusion-Exclusion [Sta97, Ch. 2.1] we obtain that there exists a function
f2 : Nt →N given by

f2(k) =
w

∑
m=1

∑
1≤v1<···<vm≤w

(−1)w−1 f2,gv1,...,vm
(k),

such that for all k ∈Nt sufficiently large we have

f2(k) = |{λ ∈ [∆]E | ∃µ∈[∆],g∈G lt≺1(µg) = λ,

∀j=1,...,t ordT (j)(µg) ≤ k j, ordT (j)(λ) ≤ k j}|,

and f2 can be represented by a finite set of multivariate quasipolynomials, each valid on a
different validity domain. We conclude that there exists a function f : Nt → N given by
f (k) := f1(k)− f2(k) such that for all k ∈Nt sufficiently large we have

f (k) = |Uk|,

and f can be represented by a finite set of multivariate quasipolynomials, each valid on a different
validity domain.

Let Ξ be an orthant decomposition of [∆, Σ∗] with generators ξ1, . . . , ξr, E a finite set of free
generators of a free K[∆, Σ∗]-module, andM a K[∆, Σ∗]E-submodule. For γ = (γ1, . . . , γr), Γ =
{γ1, . . . , γr}, ξ = (ξ1, . . . , ξr), e ∈ E, a ∈ Nm, b ∈ Nr define φΞ,M : K[∆, Γ]E toM by φ : δaγbe 7→
δaξbe (using multi-index notation). We consider K[∆, Γ]E as a skew-differential ring equipped
with the commutation relations

(i) λµ = µλ for all λ, µ ∈ ∆ ∪ Σ,

(ii) δia = τi(a)δi + δi(r) for all i = 1, . . . , m, a ∈ K,

(iii) γia = ξi(a)γi for all i = 1, . . . , r, a ∈ K.

Let N be the K[∆, Γ]E-submodule generated by ker(φ). Consider a weight matrix T ∈ Q
(m+r)×t
0

with columns T (1), . . . , T (t). Then for every k ∈Nt we have

φΞ,M(NT ,k) =MT ,Ξ,k.

Hence, we obtain the following corollary.
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Corollary 3.1.23. Let K be a difference-skew-differential field with basic sets ∆ = {δ1, . . . , δm} and
Σ = {σ1, . . . , σn} of skew-derivations and automorphisms, respectively. Let Ξ be an orthant decomposition
with generators ξ1, . . . , ξr, T a weight matrix satisfying aT , 0 for all a ∈Nm+r \ {0}, andM a finitely
generated K[∆, Σ∗]-module with excellent weighted filtration (MT ,Ξ,k)k∈Zt . Let ψT ,Ξ : Nt →N satisfy
for all sufficiently large k ∈Nt the equation

ψT ,Ξ(k) = dimK(MT ,Ξ,k).

Then ψT ,Ξ can be represented by a finite set of multivariate quasipolynomials, each valid on a different
validity domain.

Definition 3.1.24. The function ψT ,Ξ whose general form has been established in Corollary 3.1.23 is called
multivariate difference-skew-differential dimension function associated with the excellent weighted
filtration (MT ,Ξ,k)k∈Zt or T -Ξ-difference-skew-differential dimension function associated withM.

3.2 Strength of selected systems of differential and difference
equations

In [Ein53] Einstein introduced the concept of the strength of a system of partial differential oper-
ators in order to measure the size of the associated solution space: ”. . . the system of equations is
to be chosen so that the field quantities are determined as strongly as possible. In order to apply
this principle, we propose a method which gives a measure of strength of an equation system. We
expand the field variables, in the neighborhood of a point P , into a Taylor series (which presup-
poses the analytic character of the field); the coefficients of these series, which are the derivatives
of the field variables at P , fall into sets according to the degree of differentiation. In every such
degree there appear, for the first time, a set of coefficients which would be free for arbitrary choice
if it were not that the field must satisfy a system of differential equations. Through this system of
differential equations (and its derivatives with respect to the coordinates) the number of coeffi-
cients is restricted, so that in each degree a smaller number of coefficients is left free for arbitrary
choice. The set of numbers of ’free’ coefficients for all degrees of differentiation is then a measure
of the ’weakness’ of the system of equations, and through this, also of its ’strength’.”

Mikhalev and Pankratev [MP80] showed the strength of a system of algebraic partial differ-
ential equations to coincide with the leading coefficient of the associated differential dimension
polynomial. The notion of strength of a system of partial differential equations can be general-
ized to systems of skew-differential, difference and difference-skew-differential equations. We
will use the notion of weight relative Gröbner bases to compute the strength of several systems.

For the diffusion equation in 1-space the differential dimension polynomial and the differ-
ence dimension polynomials for the associated forward and symmetric difference scheme, re-
spectively, can be found in [DL12].

3.2.1 Diffusion equation in 1-space

The diffusion equation in one spatial dimension for a constant collective diffusion coefficient a
and unknown function u(x, t) describing the density of the diffusing material at given position x
and time t is given by

∂u(x, t)
∂t

= a
∂2u(x, t)

∂x2 . (3.2)

Example 3.2.1. Differential dimension polynomial: Let K be a differential field with basic set ∆ =
{δx = ∂

∂x , δt =
∂
∂t} containing a and letM be a differential K-vector space generated as K[∆]-module by
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one generator m satisfying the defining equation

δtm = aδ2
xm.

ThenM is isomorphic to the factor module of a free K[∆]-module with free generator e by its submodule
N generated by

G := {δte− aδ2
xe}.

For every c ∈N \ {0} we choose the weigth vector

αc =

(
1/c

1

)
∈ Q2

+

and define the admissible order ≺c for vx, vt, wx, wt ∈N by

δvx
x δvt

t e ≺c δwx
x δwt

t e :⇐⇒
(vx

c
+ vt, vt

)
<lex

(wx

c
+ wt, wt

)
.

Then ≺c respects αc. Since G consists of only one element there are no S-polynomials to compute, i.e., G
is a ≺c-Gröbner basis of N for every c ∈ N \ {0}. For the difference-differential dimension polynomials
we will use the notation of Theorem 3.1.4 and Corollary 3.1.9. In [DL12] it was shown that if c = 1 then
the differential dimension polynomial ψαc with respect to αc is just the differential dimension polynomial
in the sense of Kolchin. It is given by

ψαc(k) = 2k + 1.

For all 2 ≤ c ∈N we have lt≺c(δte− aδ2
xe) = δte and for all k ∈N sufficiently large we obtain

Uαc ,k =

{
δlx

x δlt
t e
∣∣∣∣ lx

c
+ lt ≤ k, δlx

x δlt
t e is ≺c-irreducible modulo G

}
=

{
e, δxe, . . . , δck

x e
}

,

and therefore |Uαc ,k| = ck + 1. Hence, for c ≥ 2 the differential dimension polynomial with respect to αc
associated with the diffusion equation in one spatial dimension for a constant collective diffusion coefficient
is given by

ψαc(k) = ck + 1.

If on the other hand for every c ∈N \ {0} we choose the weight vector

βc =

(
c
1

)
∈ Q2

+

and define the admissible order ≺′c for vx, vt, wx, wt ∈N by

δvx
x δvt

t e ≺′c δwx
x δwt

t e :⇐⇒ (vxc + vt, vt) <lex (wxc + wt, wt).

Then ≺′c respects βc. Still there are no S-polynomials to compute, and G is a ≺′c-Gröbner basis of N for
every c ∈ N \ {0}. For all c ∈ N \ {0} we have lt≺′c(δte− aδ2

xe) = δ2
xe and for all k ∈ N sufficiently

large we obtain

Uβc ,k =
{

δlx
x δlt

t e | lxc + lt ≤ k, δlx
x δlt

t e is ≺′c-irreducible modulo G
}

=
{

e, δte, . . . , δ
bk/cc
t e, δxe, δxδte, . . . , δxδ

b(k−1)/cc
t e

}
,

and therefore |Uβc ,k| = b k
c c+ b

k−1
c c+ 2 which obviously is a quasipolynomial with period c. Hence, for

c ∈ N \ {0} the differential dimension quasipolynomial with respect to βc associated with the diffusion
equation in one spatial dimension for a constant collective diffusion coefficient is given by

ψβc(k) =
⌊

k
c

⌋
+

⌊
k− 1

c

⌋
+ 2.
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In order to obtain a forward difference scheme for the diffusion equation (3.2) every occurence
of ∂u(x,t)

∂x and ∂u(x,t)
∂t is replaced by u(x + 1, t)− u(x, t) and u(x, t + 1)− u(x, t), respectively. We

obtain
u(x, t + 1)− u(x, t) = a(u(x + 2, t)− 2u(x + 1, t) + u(x, t)). (3.3)

Example 3.2.2. Difference dimension polynomial for forward difference scheme: Let K be a
difference field with basic set Σ = {σx : x 7→ x + 1, σt : t 7→ t + 1} containing a and let M be
a difference K-vector space generated as a left K[Σ∗]-module by one generator m satisfying the defining
equation

σtm−m = a(σ2
x m− 2σxm + m).

ThenM is isomorphic to the factor module of a free K[Σ∗]-module with free generator e by its submodule
N generated by

G := {σte− aσ2
x e + 2aσxe− (1 + a)e}.

Let Ξ be the canonical orthant decomposition of [Σ∗] with generators ξ1 = σx, ξ2 = σ−1
x , ξ3 = σt and

ξ4 = σ−1
t . For every c ∈N \ {0} we choose the weigth vector

αc =


1/c
1/c

1
1

 ∈ Q4
+.

If c = 1 then the weighted differential dimension polynomial associated with the difference scheme (3.3) is
just the usual difference dimension polynomial. Define the admissible order ≺c for vx, vt, wx, wt ∈ Z by

σvx
x σvt

t e ≺c σwx
x σwt

t e :⇐⇒
(
|vx|

c
+ |vt|, |vt|, |vx|, vt, vx

)
<lex

(
|wx|

c
+ |wt|, |wt|, |wx|, wt, wx

)
.

Then ≺c respects αc. Since G consists of only one element there are no S-polynpomials to compute and G
is a ≺c-Gröbner basis of N . We obtain

Uαc ,Ξ,k = {λ ∈ [Σ]e | ordαc ,Ξ(λ) ≤ k and λ is not ≺c-reducible modulo

σte− aσ2
x e + 2aσxe− (1 + a)e}

= {σ−ck
x e, . . . , σck

x e, σ−1
t e, . . . , σ−k

t e, σ−1
x σ−1

t e, . . . , σ−1
x σ−k+1

t e},

and therefore |Uαc ,k| = 2(c + 1)k. Hence, for c ≥ 2 the difference dimension polynomial with respect to
αc associated with the difference scheme (3.3) is given by

ψαc(k) = 2(c + 1)k.

If on the other hand for every c ∈N \ {0} we choose the weight vector

βc =


c
c
1
1

 ∈ Q4
+

and define the admissible order ≺′c for vx, vt, wx, wt ∈ Z by

σvx
x σvt

t e ≺c σwx
x σwt

t e :⇐⇒ (|vx|c + |vt|, |vt|, |vx|, vt, vx)

<lex (|wx|c + |wt|, |wt|, |wx|, wt, wx) .
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Then ≺′c respects βc. Since G consists of only one element there are no S-polynpomials to compute and G
is a ≺′c-Gröbner basis of N . We obtain

Uβc ,Ξ,k = {λ ∈ [Σ]e | ordβc ,Ξ(λ) ≤ k and λ is not ≺′c-reducible modulo

σte− aσ2
x e + 2aσxe− (1 + a)e}

= {δ−k
t e . . . , δk

t e, δxe, . . . , δxδk−c
t e,

δ−1
x δ−1

t e, . . . , δ−1
x δ−k+c

t e, δ−2
x e, . . . , δ

bk/cc
x e},

and therefore |Uαc ,k| = 4k− 2c+ 1+ b k
c c which obviously is a quasipolynomial in k with period c. Hence,

for c ∈N \ {0} the difference dimension quasipolynomial with respect to βc associated with the difference
scheme (3.3) is given by

ψβc(k) = 4k− 2c + 1 +
⌊

k
c

⌋
.

3.2.2 Maxwell’s equations for vanishing free current density and free charge
density

For Maxwell’s equations for vanishing free current density and free charge density the differential
dimension polynomial and the difference dimension polynomials for the associated forward and
symmetric difference scheme, respectively, can be found in [DL12].

Let E = (E1, E2, E3), D = (D1, D2, D3), H = (H1, H2, H3), B = (B1, B2, B3), J f = (J1, J2, J3) and
ρ f be functions in (x, y, z, t) denoting electric field strength, electric displacement vector, mag-
netic field strength, magnetic displacement vector, free current density and free charge density,
respectively. With

∇ :=
(

∂

∂x
,

∂

∂y
,

∂

∂z

)
Maxwell’s equations in 3 spatial dimensions are given by

∇ · D = ρ f , ∇ · B = 0, ∇× E +
∂B
∂t

= 0, and ∇× H = J f +
∂D
∂t

.

Assuming J f = 0 and ρ f = 0 Maxwell’s equations can be considered as a set of homogeneous
linear differential equations.

Example 3.2.3. Let K be a differential field with basic set

∆ =

{
δx =

∂

∂x
, δy =

∂

∂y
, δz =

∂

∂z
, δt =

∂

∂t

}
.

Assuming J f = 0 and ρ f = 0 Maxwell’s equations give rise to a differential K[∆]-module M with
generators e1, e2, e3, d1, d2, d3, h1, h2, h3, b1, b2, b3 satisfying

δxd1 + δyd2 + δzd3 = 0 = δxb1 + δyb2 + δzb3,

δye3 − δze2 + δtb1 = 0 = δyh3 − δzh2 − δtd1,

δze1 − δxe3 + δtb2 = 0 = δzh1 − δxh3 − δtd2,

δxe2 − δye1 + δtb3 = 0 = δxh2 − δyh1 − δtd3.

Then M is isomorphic to the factor module of a free K[δx, δy, δz, δt] module with free generators p1, . . . , p12
by its submodule N generated by

{ δx p4 + δy p5 + δz p6, δx p10 + δy p11 + δz p12,

δy p3 − δz p2 + δt p10, δy p9 − δz p8 − δt p4,

δz p1 − δx p3 + δt p11, δz p7 − δx p9 − δt p5,

δx p2 − δy p1 + δt p12, δx p8 − δy p7 − δt p6 }.
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We consider the weight matrix T ∈N4×2 given by

T = (T (1), T (2)) =


1 0
1 0
1 0
0 1

 .

Hence, we separate δt from δx, δy, and δz, i.e., for this example our approach boils down to Levin’s approach
using Gröbner bases with respect to several orderings [Lev07a]. We choose two admissible orderings ≺1
and ≺2 defined by

δvx
x δ

vy
y δvz

z δvt
t ei ≺1 δwx

x δ
wy
y δwz

z δwt
t ej :⇐⇒ (vx + vy + vz, vt, i, vx, vy, vz)

<lex (wx + wy + wz, wt, j, wx, wy, wz), and

δvx
x δ

vy
y δvz

z δvt
t ei ≺2 δwx

x δ
wy
y δwz

z δwt
t ej :⇐⇒ (vt, vx + vy + vz, i, vx, vy, vz)

<lex (wt, wx + wy + wz, j, wx, wy, wz).

Then ≺1,≺2 respects T .
A ≺2-Gröbner basis of N is given by

G = { g1 = δx p2 + δy p3 + δz p6,

g2 = δx p10 + δy p11 + δz p12,

g3 = −δy p9 + δz p8 + δt p2,

g4 = −δz p7 + δx p9 + δt p3,

g5 = −δx p8 + δy p7 + δt p6,

g6 = δy p3 − δz p2 + δt p10,

g7 = δz − δx p3 + δt p11,

g8 = δx p2 − δy + δt p12 }.

The ≺1-S-polynomial of g3 and g4 is given by

S≺1(g3, g4) = δxδz p8 − δyδz p7 + δyδt p5 + δxδt p4.

It is ≺1 reducible respecting T modulo g5 to

δzδt p6 + δyδt p5 + δxδt p4

which in turn is ≺1-reducible respecting T modulo g1 to 0. The ≺1-S-polynomial of g6 and g7 is given by

S≺1(g6, g7) = −δyδt p11 − δxδt p10 + δxδz p2 − δyδz p1.

It is ≺1-reducible respecting T modulo g8 to

−δzδt p12 − δyδt p11 − δxδt p10

which in turn is≺1-reducible respecting T modulo g2 to 0. Hence, G is a≺1-Gröbner basis of N respecting
T . Let P = {p1, . . . , p12} and for all k ∈N2 define

U′k := {λ ∈ [∆]P | ordT (λ) ≤P k, and λ , lt≺1(µg)
for all µ ∈ [∆], g ∈ G},

U′′k := {λ ∈ [∆]P | ordT (λ) ≤P k, and ∀µ∈[∆,],g∈Gλ = lt≺1(µg)
=⇒ ∃j∈{2,...,t} ordT (j)(lt≺j(µg)) > k j}.
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Then using the combinatorial formulas provided in [Lev08, Thm. 1.5.7] for all k ∈ N2 sufficiently large
we obtain

|U′k| = k3
1k2 + k3

1 + 8k2
1k2 + 8k2

1 + 19k1k2 + 19k1 + 12k2 + 12

and using the combinatorial formulas provided in the proof of [Lev08, Thm. 3.3.16] for all k ∈ N2

sufficiently large we obtain

|U′′k | =
2
3

k3
1 + 3k2

1 +
7
3

k1.

Hence, the bivariate differential dimension polynomial with respect to T associated with the system of
Maxwell equations for vanishing free current density and free charge density for all k = (k1, k2) ∈ N

sufficiently large is given by

ψ(k1, k2) = k3
1k2 +

5
3

k3
1 + 8k2

1k2 + 11k2
1 + 19k1k2 +

64
3

k1 + 12k2 + 12.

3.2.3 Electromagnetic field given by its potential

For a system of equations defining an electromagnetic field by its potential the differential di-
mension polynomial and the difference dimension polynomials for the associated forward and
symmetric difference scheme, respectively, can be found in [DL12].

An electromagnetic field can be defined by the differential equations describing its potential,
cf. [KLMP99, Ex. 9.2.6.]. Let f1(x1, . . . , x4), . . . , f4(x1, . . . , x4) be unknown functions and for
i = 1, . . . , 4 consider the system

4

∑
j=1

∂

∂xj
f j = 0, (3.4)

4

∑
j=1

(
∂2

∂x2
j

fi −
∂2

∂xi ∂xj
f j

)
= 0. (3.5)

Example 3.2.4. Let K be a differential field with basic set ∆ = {δi =
∂

∂xi
| i = 1, . . . , 4}. Then (3.4) and

(3.5) give rise to a differential K[∆]-module M with generators m1, . . . , m4 satisfying for i = 1, . . . , 4 the
defining equations

4

∑
j=1

δjmj = 0,

4

∑
j=1

(
δ2

j mi − δiδjmj

)
= 0.

Then M is isomorphic to the factor module of a free K[∆]-module with free generators e1, . . . , e4 by its
submodule N generated by{

4

∑
j=1

δjej

}⋃{
4

∑
j=1

(
δ2

j ei − δiδjej

) ∣∣∣∣∣ i = 1, . . . , 4

}
. (3.6)

We consider the weight vector α ∈N4 given by

α =


1
1
1
3

 ,
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and for v = (v1, . . . , v4), w = (w1, . . . , w4) define the admissible order ≺ by

δvei ≺1 δwej :⇐⇒ (v1 + v2 + v3 + 3v4, v1 + v2 + v3 + v4, i, v1, v2, v3)

<lex (w1 + w2 + w3 + 3w4, w1 + w2 + w3 + w4, j, w1, w2, w3).

Then ≺ respects α and a ≺-Gröbner basis of N is given by

G = { g1 = δ1e1 + δ2e2 + δ3e3 + δ4e4,

g2 = −δ2
1e4 + δ1δ4e1 − δ2

2e4 + δ2δ4e2 − δ2
3e4 + δ3δ4e3,

g3 = δ2
1e1 + δ2

2e1 + δ2
3e1 + δ2

4e1,

g4 = δ2
1e2 + δ2

2e2 + δ2
3e2 + δ2

4e2,

g5 = δ2
1e3 + δ2

2e3 + δ2
3e3 + δ2

4e3 }.

The leading terms of G with respect to≺ are {δ4e4, δ3δ4e3, δ2
4e1, δ2

4e2, δ2
4e3}. Using the notation of Lemma

3.1.8 for all k ∈N and l = (l1, . . . , l4) we obtain

Uk = {δle1 | l1 + l2 + l3 ≤ k, l4 = 0}
∪{δle1 | l1 + l2 + l3 ≤ k− 3, l4 = 1}
∪{δle2 | l1 + l2 + l3 ≤ k, l4 = 0}
∪{δle2 | l1 + l2 + l3 ≤ k− 3, l4 = 1}
∪{δle3 | l1 + l2 + l3 ≤ k, l4 = 0}
∪{δle3 | l1 + l2 ≤ k− 3, l3 = 0, l4 = 1}
∪{δle4 | l1 + l2 + l3 ≤ k, l4 = 0}.

Hence, for all k ∈N sufficiently large we have

|Uk| = 4
(

k + 3
3

)
+ 2
(

k
3

)
+

(
k− 1

2

)
= k3 +

7
2

k2 +
13
2

k + 5.

Therefore, the differential dimension polynomial ψα associated with α is given by

ψα(k) = k3 +
7
2

k2 +
13
2

k + 5.
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The obvious problem with border bases is that in general they will not be finite, making it
hard to deal with them algorithmically. Let Ξ = {[∆, Σ∗]k | 1 ≤ k ≤ p} be an orthant de-
composition, ≺ a generalized term order on [∆, Σ∗]E with respect to Ξ. If the difference-skew-
differential submodule M ⊆ K[∆, Σ∗]E in concern is zero-dimensional then by Lemma 2.4.21
there exists a Ξ-difference-skew-differential order module O and an O-border basis ofM such
that |O| = dimK(K[∆, Σ∗]E/M). Kehrein and Kreuzer [KK06] gave several algorithms for com-
puting border bases of zero-dimensional ideals. The following is one of their algorithms adapted
to the difference-skew-differential setting.

Algorithm A.1 Basis transformation algorithm
IN: O = {ti | 1 ≤ i ≤ µ} a finite Ξ-difference-skew-differential order module,M ⊆ K[∆, Σ∗]E a

zero-dimensional difference-skew-differential module
OUT: The O-border basis G ofM, if it exists. An error otherwise.

Choose a generalized term order ≺ on [∆, Σ∗] and compute O≺(M) = [∆, Σ∗]E \ {lt≺( f ) | f ∈
M\ {0}} = {s1, . . . , sµ̃};
if µ , µ̃ then

return “Error: O has the wrong cardinality.”;
end if
For 1 ≤ i, j ≤ µ compute τij ∈ K such that ti = ∑

µ
j=1 τijsj mod M and let T := (τij)

µ
i,j=1;

if det(T) = 0 then
return “Error: O has the wrong shape.”;

end if
Let ∂O = {b1, . . . , bν} and for 1 ≤ i ≤ µ, 1 ≤ j ≤ ν compute βij ∈ K such that bi = ∑

µ
j=1 βijsj

mod M. Let B := (βij)1≤i≤ν, 1≤j≤µ;
Let (αij)1≤i≤ν,1≤j≤µ := BT−1;
return G := {bi −∑

µ
j=1 αijtj | 1 ≤ i ≤ ν};

Theorem A.2. Algorithm A.1 is correct.

Proof. By Macaulay’s basis theorem for difference-skew-differential operators 2.4.20 we have µ̃ =
dimK(K[∆, Σ∗]E/M), i.e., by the condition µ = µ̃ we check whether O has the correct number of
terms to form a basis of K[∆, Σ∗]E/M. Then the matrix T represents the expansions of tj in terms
of the basis {s1, . . . , sµ}, i.e.,  t1

...
tµ

 = T

 s1
...

sµ

 .

Hence, {t1, . . . , tµ} is a basis of K[∆, Σ∗]E/M if and only if T is invertible. The matrix B represents
the expansion of bj in terms of the basis {s1, . . . , sµ}. Hence, b1

...
bν

 = B

 s1
...

sµ

 = BT−1

 t1
...

tµ

 .

Kreuzer and Robbiano also formulated Mourrain’s generic algorithm [Mou99] such that it can
be used for computing border bases of zero-dimensional polynomial ideals. We are doing the
same to obtain an algorithm for computing border bases of zero-dimensional difference-skew-
differential modules.
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Consider an orthant decomposition Ξ with generators ξ1, . . . , ξr of [∆, Σ∗] and two K-vector
subspaces F ⊆ L of K[∆, Σ∗]E. Let F0 := F and for all k ∈N \ {0} define inductively

Fk := L ∩ (Fk−1 + δ1Fk−1 + · · ·+ δmFk−1 + ξ1Fk−1 + · · ·+ ξrFk−1) .

Then let FL :=
⋃

d∈N Fd ⊆ L.
For a finite set F ⊆ K[∆, Σ∗]E we write (F) to denote the K-vector space generated by F.

Lemma A.3. Let V ⊆ U ⊆ L be vector subspaces of K[∆, Σ∗]E. Then

V ⊆ VL, VL = (VL)L, VL ⊆ UL, VU ⊆ VL, VL = (VU)L.

Proof. “V ⊆ VL”: By the definition of VL.
“VL = (VL)L”: By the definition of VL.
“VL ⊆ UL”: We have V ⊆ U0 = U and Vd+1 = V[1]

d ∩ L, Ud+1 = U[1]
d ∩ L. Hence, inductively for

d ∈N we obtain Vd ⊆ Ud and VL =
⋃

d∈N Vd ⊆
⋃

d∈N Ud = UL.
“VU ⊆ VL”: Let V0U = V0L = V0 and Vd+1,U = V[1

dU ∩U, Vd+1,L = V[1]
dL ∩ L. Then inductively for

d ∈N we have VdU ⊆ VdL and conclude VU =
⋃

d∈N VdU ⊆
⋃

d∈N VdL = VL.
“VL = (VU)L”: By the first relation we have V0 ⊆ VU and by the third relation we obtain VL ⊆
(VU)L. On the other hand by the fourth relation we have VU ⊆ VL and by the second relation we
obtain (VU)L ⊆ VL.

We need the following subroutine doing Gaussian elimination.

Algorithm A.4 Basis extension algorithm
IN: ≺ a generalized term order, V = {v1, . . . , vr | ∀1≤i,j≤r lt≺(vi) , lt≺(vj)} ⊆ K[∆, Σ∗]E \ {0}

a set of monic difference-skew-differential operators, G = {g1, . . . , gs} ⊆ K[∆, Σ∗]E a set of
difference-skew-differential operators.

OUT: W ⊆ K[∆, Σ∗]E finite set of monic difference-skew-differential operators such that every
two different operators in V ∪W have different leading terms and (V ∪W) = (V ∪ G).
Let H := G and S := V;
while H , ∅ do

Choose f ∈ H and let H = H \ { f };
while f , 0 and ∃s∈S lt≺( f ) = lt≺(s) do

f := f − lc≺( f )s
end while
if f , 0 then

S := S ∪
{

f
lc≺( f )

}
end if

end while
return W := S \V;

Theorem A.5. Algorithm A.4 is correct and terminates.

Proof. During initialization of the algorithm when f is not defined interpret { f } as the empty set.
Then during the execution of the algorithm the invariant

(S ∪ { f } ∪ H) = (V ∪ G)

is always satisfied.
The inner while loop terminates since in each iteration the leading term of f , 0 can be

reduced only finitely often. The reduction inside the loop does not alter the invariant and after
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termination of the inner while loop we have either f = 0 or lt≺( f ) < {lt≺(s) | s ∈ S}. The outer
while loop terminates since H is initialized as the finite set G and during each iteration of the
loop the cardinality of H is decreased by 1 while we never add any element to H. Hence, the
algorithm terminates.

At termination we have H = ∅ and either f = 0 or lt≺( f ) ∈ {lt≺(s) | s ∈ S}, i.e., the invariant
is satisfied and we have (W ∪V) = (S \V ∪V) = (S) = (V ∪ G).

Then we can use algorithm A.6 to compute a basis of VL.

Algorithm A.6 FL algorithm
IN: Ξ an orthant decomposition, F = { f1, . . . , fr} ⊆ K[∆, Σ∗]E, d ≥ max{ordΞ( fi) | 1 ≤ i ≤

r}, L = (λ ∈ Σ | ordΞ(λ) ≤ d) and ≺ a generalized term order on [∆, Σ∗]E such that for all
λ, µ ∈ [∆, Σ∗] with ordΞ(λ) < ordΞ(µ) we have λ ≺ µ.

OUT: A K-basis V of (F)L such that the basis elements have pairwise different leading terms.
Apply Algorithm A.4 to≺, ∅ and F to obtain a K-basis V of (F) with pairwise different leading
terms;
Let W := V;
while W , ∅ do

V := V ∪W;
Apply Algorithm A.4 to ≺, V and V[1] \ V obtaining a set W ′ such that the operators in
V ∪W ′ have pairwise different leading terms;
W := {w ∈W ′ | ordΞ(w) ≤ d};

end while
return V;

Theorem A.7. Algorithm A.6 is correct and terminates.

Proof. The first step computes a finite set V containing difference-skew-differential operators
with pairwise different leading terms. If we begin one iteration of the while loop with a set
V having this property then we compute a set W ′ such that V ∪W ′ is a basis of (V[1]) whose
operators have pairwise different leading terms. In the next step we discard all operators with
order greater than d, i.e., we intersect W ′ with L to obtain W. This step is correct because ≺ is
compatible with the order (with respect to Ξ). Hence, in the beginning of each iteration of the
while loop we have a finite set V containing difference-skew-differential operators with pairwise
different leading terms and in the end of each iteration we have computed a finite set W such that
the difference-skew-differential operators in V ∪W have pairwise different leading terms and

(V) ⊆ (V ∪W) = (V[1]) ∩ L ⊆ L.

In particular V ∪W is a basis of (V[1]) ∩ L. In each iteration of the while loop – except the first
– the cardinality of V is increased. Since V is a basis we have |V| ≤ dimK L which implies
termination of the loop. When the loop terminates we have W = ∅, i.e., we have a finite set V
such that (V) = (V[1]) ∩ L.

For a zero-dimensional difference-skew-differential submodule M generated by a finite set
F ⊆ K[∆, Σ∗]E and a generalized term order≺ compatible with the order with respect to the given
orthant decomposition the O≺(M)-border basis can be computed with algorithm A.8 provided
that a suitable basis of the vector space (F)L is known (see also [KK06]).

Theorem A.9. Algorithm A.8 is correct and terminates.

Proof. In the input we have a basis V of the vector space (F)L such that for each bj ∈ ∂O there
exists hj ∈ V with lt≺(hj) = bj. We have to ensure supp(hj) ⊆ {bj} ∪ O.
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Algorithm A.8 O≺(M)-border basis algorithm
IN: Ξ an orthant decomposition of [∆, Σ∗], F = { f1, . . . , fs} ⊆ K[∆, Σ∗]E a basis of M, ≺ a

generalized term order such that ordΞ(λ) < ordΞ(µ) implies λ ≺ µ, d ∈ N, L = {λ ∈
[∆, Σ∗]E | ord(λ) ≤ d} an order ideal, V ⊆ K[∆, Σ∗]E \ {0} a basis of the vector space (F)L
with pairwise different leading terms and O = L \ {lt≺(v) | v ∈ V} such that L = FL ⊕ (O)
and ∂O ⊆ L.

OUT: G = {g1, . . . , gν} the O≺(M)-border basis ofM.
Let V′ := ∅;
while V , ∅ do

Choose v ∈ V such that lt≺(v) ≺ lt≺(w) for all v , w ∈ V; V := V \ {v};
H := supp(v) \ (lt≺(v) ∪O);
if H , ∅ then

Determine (ch)h∈H ⊆ K, (wh)h∈H ⊆ V′ such that for h ∈ H we have lt≺(wh) = h and
h < supp(v− chwh);
v := v−∑h∈H chwh;

end if
V′ := V′ ∪ { v

lc≺(v)
};

end while
{b1, . . . , bν} = ∂O; For 1 ≤ j ≤ ν choose gj ∈ V′ such that lt≺(gj) = bj.
return G := {g1, . . . , gν};

Throughout the while loop we have (V ∪ {v} ∪ V′) = (F)L and the set V ∪ {v} ∪ V′ con-
sists of difference-skew-differential operators with pairwise different leading terms. For every
v′ ∈ V′ we have supp(v′) ⊆ {lt≺(v′)} ∪ O and v′ is monic. Since v is choosen such that
lt≺(v) ≺ lt≺(w) for all v , w ∈ V we have supp(v) ⊆ {lt≺(v)} ∪ O ∪ {lt≺(v′) | v′ ∈ V′},
i.e., supp(v) \ ({lt≺(v)} ∪O) ⊆ {λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d} \ O = {lt≺( f ) | f ∈ (F)L \ {0}} =
{lt≺( f ) | f ∈ V} ∪ {lt≺(v)} ∪ {lt≺( f ) | f ∈ V′}. On the other hand supp(v) \ ({lt≺(v)} ∩
({lt≺( f ) | f ∈ V} ∪ {lt≺(v)})) = ∅. Hence, for h ∈ supp(v) \ {lt≺(v)} there exist ch ∈ K, wh ∈
V′ such that lt≺(wh) = h and h < supp(v− chwh). During each iteration of the while loop the
cardinality of V is reduced by 1 and during the execution there is no element added to V. Hence,
the loop terminates with V = ∅ and we have a set V′ consisting of difference-skew-differential
operators with pairwise different leading terms such that (V′) = (F)L and for all v′ ∈ V we have
supp(v′) ⊆ {lt≺(v′)} ∪ O. The algorithm returns a set G = {g1, . . . , gν} ⊆ V′ ⊆ (F)L ⊆ M of
monic difference-skew-differential operators such that for all j = 1, . . . , ν we have lt≺(gj) = bj
and supp(gj) ⊆ {lt≺(gj)} ∪ O. Hence, G is an O-border prebasis of M with 〈G〉 = M. Now
consider the maps M1, . . . , Mm+r defined by (2.5), p.44. Then for all i, j ∈ {1, . . . , m + r}, t ∈ O
we have

Mj ◦Mi(t) = Mj(N(ξi(t)))
= Mj(ξit− (1O − N(ξit)))
= ξ j(ξit− (1O − N)(ξit))− (1O − N)(ξiξ jt− ξ j(1O − N)(ξit))
= ξiξ jt + ξ jk1 + k2,

for some k1, k2 ∈ FL. Hence,

O 3 (Mj ◦Mi −Mi ◦Mj)(t) = ξ jk1 + k2 − σik′1 − k′2 ∈ ξ jFL ∪ ξiFL ∪ FL.

From

O ∩ (ξ jFL ∪ ξiFL ∪ FL) = O ∩ (ξ jFL ∪ ξiFL ∪ FL) ∩ L
= O ∩ FL

= {0}.
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we obtain Mj ◦Mi −Mi ◦Mj = 0. By Theorem 2.4.32 it follows that G is a border basis.

Algorithm A.10 can be used to compute an O≺(M)-border basis of a zero-dimensional ideal
M.

Algorithm A.10 Border basis algorithm
IN: Ξ an orthant decomposition, F = { f1, . . . , fs} ⊆ K[∆, Σ∗]E \ {0} a finite basis of the zero-

dimensional difference-skew-differential module M, ≺ a generlized term order on [∆, Σ∗]E
such that ordΞ(λ) ≺ ordΞ(µ) implies λ ≺ µ.

OUT: G the O≺(M)-border basis ofM.
d := max{ordΞ( fi) | 1 ≤ i ≤ s} − 1; O := {λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d}; L := (O);
Apply Algorithm A.4 to ≺, ∅ and F to obtain a basis V of the vector space (F) consisting of
difference-skew-differential operators with pairwise different leading terms; W := V;
while ∂O * L do

d := d + 1; L := (λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d);
while W , ∅ do

V := V ∪W;
Apply Algorithm A.4 to ≺, V and V[1] \ V obtaining a set W ′ such that the operators in
V ∪W ′ have pairwise different leading terms;
W := W ′ ∩ {λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d};

end while
O := {λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d} \ {lt≺(v) | v ∈ V}

end while
Apply Algorithm A.8 to F,≺, d, L, V and O to obtain a set G ⊆ K[∆, Σ∗]E
return G;

Theorem A.11. Algorithm A.10 is correct and terminates.

Proof. Throughout the execution of the algorithmO is always a difference-skew-differential order
module. By Theorem A.5 we see that when the inner while loop terminates for the first time
we have obtained a basis V of the vector space (F)L consisting of difference-skew-differential
operators with pairwise different leading terms.

Every time we enter the outer while loop we have d ∈ N such that V ⊆ U = (λ ∈ [∆, Σ∗]E |
ordΞ(λ) ≤ d) is a basis of the vector space (F)U . Let L = (λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d + 1).
By Lemma A.3 we have (V)L = ((F)U)L = (F)L and the inner while loop updates V to a basis
of the vector space (F)L and O to a Ξ-difference-skew-differential order module such that L =
(F)L ⊕ (O).

By Lemma 2.4.21 there exists a unique O≺(M)-border basis G̃ = {g1, . . . , gν} of M. For
1 ≤ j ≤ ν there exist hj1, . . . , hjs ∈ K[∆, Σ∗]E such that gj = hj1 f1 + . . . + hjs fs. Let d̃ :=
max{ordΞ(hji fi) | 1 ≤ i ≤ s, 1 ≤ j ≤ ν}. Suppose that the outer while loop has not termi-
nated before reaching the case d = d̃. Then at the end of this iteration of the outer while loop we
have a basis V of the vector space (F)L, where L = {λ ∈ [∆, Σ∗] | ordΞ(λ) ≤ d̃} and V consists
of difference-skew-differential operators with pairwise different leading terms. By the definition
of d̃ we have G ⊆ (F)L and ∂O≺(M) = {lt≺(g1), . . . , lt≺(gν)} ⊆ (F)L. From (F)L ⊆ M we get
O≺(M) ⊇ O = {λ ∈ [∆, Σ∗]E | ordΞ(λ) ≤ d̃} \ {lt≺( f ) | f ∈ (F)L \ {0}} at the end of this iter-
ation of the outer while loop. Hence, ∂O ⊆ O≺(M) ∪ ∂O≺(M) ⊆ L which implies termination
of the loop.

When the outer while loop terminates we have a set V being a basis of the vector space (F)L
consisting of difference-skew-differential operators with pairwise different leading terms. So
applying Algorithm A.8 yields the O≺(M)-border basis ofM.
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least common multiple, 62
lexicographic order, 13

Macaulay’s basis theorem for difference-skew-
differential modules, 40

Maxwell equations, 75
module

multi-filtered, 67
of differentials, 10

multi-filtered
module, 67
ring, 67

multi-filtration, 67
excellent, 67
of a module, 67

multi-index notation, 6
multidimensional periodic number, 69
multivariate difference-skew-differential di-

mension function, 72

neighbor, 54
across-the-street, 54
next-door, 54

Noetherian, 64
normal form, 20, 43

operator
difference, 7
difference-skew-differential, 8
skew-differential, 6

order
admissible, 12

classification, 12–13
α-, 18
generalized term, 12

representation, 14
lexicographic, 13
of difference operator, 7
of difference-skew-differential operator, 8
of skew-differential operator, 6
respecting a weight matrix, 18
respecting a weight vector, 18
with respect to an othant decomposition,

33
Ore

Øystein, 9
polynomial, 9

orthant, 10
decomposition, 10

canonical, 11
generators, 11

period, 62
of a multivariate quasipolynomial, 69
of an excellent multi-filtration, 67
of an excellent weighted filtration, 62, 67

polyhedron
rational

parametrized, 69
polytop

rational
parametric, 69

polytope
convex, 63
integer, 63
rational, 63
vertex, 63

potential, 77
Principle of Inclusion-Exclusion, 65

quasipolynomial, 62

reduction
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for weight relative Gröbner bases, 23
Σ

field, 7
extension, 7

ring, 7
extension, 7

subfield, 7
subring, 7

skew-derivation, 6
skew-differential

field, 6
operator, 6
ring, 6
term, 6

strength of a system, 72
support, 17

T -Ξ-difference-skew-differential dimension
function, 72

T -Ξ-filtration, 67
T-polynomial, 55

criterion for difference-skew-differential
border bases, 55

term
difference, 7
difference-skew-differential, 7
skew-differential, 6

transcendence degree, 66

validity domain, 70
vertex, 63

weight
matrix, 18
vector, 18

weight relative
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symmetry of, 25
reduction, 19

weighted differential dimension quasipolyno-
mial, 67

weighted filtration, 61, 66
excellent, 67
of a field extension
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Ξ-border, 34
Ξ-order, 33
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